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Abstract—Holy Quran Reader Identification is the process of identifying the reader or reciter of the Holy Quran based on several features in the corresponding acoustic wave. In this research, we build our own corpus, which contains 15 known readers of the Holy Quran. The Mel-Frequency Cepstrum Coefficients (MFCC) are used for the extraction of these features from the input acoustic signal. These MFCCs are the reader’s features matrix, which is used for recognition via Support Vector Machine (SVM) and Artificial Neural Networks (ANN). According to our experimental results, the Holy Quran Reader Identification System identifies the reader with 96.59% accuracy when using SVM, in contrast to accuracy of 86.1% when using ANN.

I. INTRODUCTION

The process of reader identification is a general process that covers a wide area in voice recognition systems. For instance, the reader identification process uses the reader’s voice as a biometric signal to recognize an individual’s identity from the underlying speech information. The process of reader identification can be used for a broad range of applications such as forensic tests, automatic indexing of speech databases, voice dialling, and in enhancing speech recognition systems, among others. However, although there have been numerous efforts to increase the accuracy of such systems, the identification process still lacks the accuracy required in the recognition of voices, especially in noisy environments.

Generally, speaker recognition applications can be divided into speaker identification and speaker verification categories. Speaker identification determines the identity of an anonymous speaker based on his/her utterances. On the other hand, speaker verification verifies the speaker’s identity from his voice characteristics [1]. Speaker recognition usually requires the speaker to say the same utterance as a text-dependent identification system, or without speech constraints as a text-independent identification system. Over the past few decades, significant research has been conducted to improve text-independent speaker identification performance in terms of accuracy and systems robustness, special conditions where there, they are noise and vibration. The research in this field focuses on converting a caustic wave form into features that are useful for further processing to identify the owner. The strength of the state-of-the-art algorithms used depends on the features’ capability of capturing time frequency and energy into a set of coefficients for cepstrum analysis [2]. Several studies have achieved promising results in identifying the speakers from acoustic waves by using different extraction methods and classification schemes such as those based on vector quantization [3], the Gaussian mixture model [4]-[6] and Gamma Tone Frequency Cepstral Coefficients (GFCC) with I-vectors [7], [8]. It is, however, important to extract features from each frame to capture speaker characteristics. Features such as the Mel-frequency cepstral coefficients (MFCC) [9], [10] and perceptual linear predictive (PLP) coefficients [11], [12] are commonly adopted for speaker identification and recognition algorithms.

The human voice conveys a great deal of information such as the gender, emotions, and identity of the speaker, which is converted into a digital signal to produce digital data representing each level of signal at every discrete time step [13]. The digitized speech samples are converted into the Mal-Frequency Cepstrum Coefficient (MFCC) to produce the features of the wave vectors, which can be then used in learning algorithms such as SVM, and ANN. Even though most of the known acoustic-property-based algorithms have achieved an almost 100% level of accuracy in an uncluttered environment [14], [15], the performance of these algorithms is degraded with channel variations due to the microphones, used or environmental or background distortions [14].

In this paper, a Holy Quran reader/reciter identification model is proposed. Unlike any other voice or speaker identification system, the voices of the readers who recite the Holy Quran and the way they do so is very different from the voice and delivery of ordinary speech. The difference is due to the existence of certain acoustic rules, known as “Ahkam Al Tajweed” “الحكام التجويد”, that must be applied when reading the Holy Quran aloud. X). Furthermore, emotional features, which are added by the reader, as well as the transition from one pitch or tone to another when reading the Holy Quran distinguish such readings from normal speech.

The transition from one pitch to another is known as Maqam (مقام). This very important feature must be maintained while reciting the Holy Quran. As a result, the proposed model converts the readers’ sound waves into MFCC to extract the feature vector matrix. The proposed model has been practiced and tested using both SVM and ANN. SVM is widely used and has proved to be effective for speaker recognition [16].

This paper also contains a related work in Section II. The Methodological steps and algorithm are presented in Section...
III, while Section IV illustrates the results of the experiments. Section V concludes the paper and sheds light on future research potential.

II. RELATED WORK

The nature of the recitation of the verses of the Holy Quran is different from that of any other type of speech or utterance. To date, to our knowledge, no one has addressed the area identifying the speech of Holy Quran readers, which is not true of other types of voice and speaker identification systems. Different approaches exist in the literature for using the MFCC features along with some learning algorithms such as the Hidden Markov Model (HMM), SVM, and ANN among others. One example, [2], is the design of a small-scale system for speaker and speech recognition with specific visual information for the user. Through the HMM, the authors successfully recognized isolated words where the speech recognition was achieved through extracting a set of feature vectors using MFCC. The Vector Quantization (VQ) was used for the practice and classification of the features. The accuracy of discrete speaker and/or speech recognition was 90% over a database of recorded voices. Likewise, [17] a further example presented a real time speaker recognition system using MFCC and VQ. This research was evaluated with 120 speakers with a TIDIGIT database. The proposed real time system uses the LBG algorithm proposed in a further example [18] to group the set of acoustic vectors into sets of codebook vectors. The experimental results showed 91% accuracy in normal environmental conditions at 20db SNR.

However, the proposed system was tested and assessed using a sample of only seven speakers. This limitation can be addressed through other matching techniques such as HMM and delta spectral Cepstrum coefficient as suggested by the authors. Similarly, [19] a proposed recognition approach based on MFCC features and SVM learning algorithm for speaker identification is suggested. The proposed approach was practiced over a database of eight speakers/readers. The feature vectors were extracted using MFCC from the input speech. The feature vectors are used as the speaker features for learning and matching using SVM. The accuracy rate reached was 95%. This result suggests the use of ANN or GMM techniques to improve performance and increase accuracy.

Each language has its own phonetic system. The Arabic sound system, which is different from the English sound system, has a unique phonetic structure as each spoken word has a phonetic combination of certain sound units. Therefore, various scholars have proposed methods for an Arabic -based speaker or voice recognition system. For instance, a new feature called Multi Directional Local Features (MDLF) was suggested and applied on automatic speaker recognition [20]. The MDLF showed significant improvements compared to conventional features. The authors also focused on how to select optimum features from a 48- dimensional MDLF to increase the speaker recognition rate and the possibility of applying the MDLF features to Arabic speech recognition systems. In Arabic, some authors like the one in [21] suggested that knowing the length of a specific phoneme can assist in speeding up the recognition process as well as increasing recognition accuracy. As a result, the authors have presented a statistical study and analysis of the Arabic phonemes. They have also utilized the previous assumption, that knowing the length of a specific phoneme would be helpful, to limit the length of an HMM chain to increase recognition accuracy. They have also improved the manner of searching for phonemes through adopting the median length of each cluster during the recognition phase. However, the proposed statistical analysis requires manual tuning of the recognition and configuration rates for building the best acoustic model.

Since the voice is a signal of infinite information, direct analysis and synthesizing of the complex voice signal is required. To represent the voice signal, various Feature Extraction and Feature Matching algorithms are introduced. Therefore, [13] based on an assumption that the voice signal may have different temporal rates, they propose a non-parametric method for modelling the human auditory perception system. They utilize the MFCC as a feature extraction technique along with the non-linear sequence alignment known as Dynamic Time Warping (DTW) as a feature- matching techniques. The proposed method proved to be an efficient voice recognition algorithm. However, with constant window spacing, the lengths of the input and stored voice signals are unlikely to be the same. Moreover, there will be a variation in the length of individual phonemes that has not been addressed in the proposed method.

Table I summarizes some of the studies which have addressed speaker identification in their research.

<table>
<thead>
<tr>
<th>Author/year</th>
<th>Highlights</th>
<th>No. of Speakers</th>
<th>Database</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Das and Nahar, 2016)</td>
<td>Hidden Markove Model (HMM) to recognize isolated word, Mel Frequency Cepstral Coefficients (MFCC) and (VQ) for speech recognition using MATLAB.</td>
<td>40</td>
<td>Three hours of news recordings</td>
<td>speech recognition has been successfully accomplished with about 90% accuracy</td>
</tr>
<tr>
<td>(Bharti, 2015)</td>
<td>Mel Frequency Cepstrum Coefficient (MFCC) and Vector Quantization (VQ) using MATLAB.</td>
<td>120+5 local TIDIGIT database</td>
<td>The experimental results showed 91% accuracy in normal environmental conditions at 20 db SNR</td>
<td></td>
</tr>
<tr>
<td>(Nijhawan and Soni, 2014)</td>
<td>Support Vector Machine (SVM) for speaker identification and feature extraction by using (MFCC).</td>
<td>8</td>
<td>local</td>
<td>the accuracy rate is 95%</td>
</tr>
<tr>
<td>(Alsulaiman et al., 2017)</td>
<td>A new feature called Multi Directional Local Features (MDLF) is proposed and applied on automatic speaker recognition.</td>
<td>49</td>
<td>TIMIT database (MDLF) showed significant improvements compared to MFCC and LF</td>
<td></td>
</tr>
<tr>
<td>(Nahar et al., 2012)</td>
<td>A statistical study and analysis of Arabic phonemes designed to improve the performance of current ASR systems.</td>
<td>40</td>
<td>Three hours of news recordings</td>
<td>increase the speed of the clustering of the phonemes and increase the recognition accuracy</td>
</tr>
<tr>
<td>(Linde et al., 1980)</td>
<td>The use of MFCC and DTW) to increase the voice recognition performance.</td>
<td>2</td>
<td>Local</td>
<td>the results show that these techniques could be used effectively for voice recognition</td>
</tr>
</tbody>
</table>
In our research we focus on identifying the reader name by exploring his vocal features, which is considered as a challenge in voice recognition systems. Identifying Holy Quran reciter or reader is not like identifying a normal speaker, since the original voice of Holy Quran reciter will not be as is, it is governed by “Ahkam Al Tajweed” “أحكام التجويد”. Identifying the person name through his vocal features is one of the main objectives of via voice systems. Sometimes we may find some audio files without any annotation, for example Holy Quran Audio files with unknown reader. It is beneficial to know the reader or reciter name of this files, else we should mark them as unknown reader. In our research we contribute in the direction of annotating unannotated Holy Quran audio files by the corresponding reciter. As mentioned before SVM is widely used and has proved to be effective for speaker recognition [16].

III. THE PROPOSED APPROACH

The speaker recognition’s main components are feature extraction, and speaker modelling. Fig. 1 illustrates an overview of the proposed identification system. The proposed system mainly consists of practice and testing phases.

![Proposed approach overview](image)

**Fig. 1. Proposed approach overview.**

Feature extraction converts the input speech signal into a suitable feature space to be modelled. The first step of the proposed approach after extracting the features is to build a trained model. Since the proposed approach aims to identify the Holy Quran reader; samples from the Holy Quran recited aloud are required to build the corpus. An example of acoustic waves and their features is illustrated in Fig. 2 and Fig. 3 respectively. Acoustic waves for each reader, based on his readings, were collected. The feature vectors of these acoustic waves were extracted.

A. Data Acquisition and Corpus Construction

The Holy Quran is the Holy Scripture for Muslims as it is a comprehensive guide to a lifestyle based on what is written there. It is the collection of the verbal revelations given to Prophet Muhammad taught to believers over a period of twenty-three years. The Holy Quran was revealed in Arabic with 114 Chapters (Surahs) of varying lengths, and each Chapter consists of several individual verses (Ayaat). There are 6,348 different verses in the Holy Quran. To date, there is no corpus for the Ayaat of the Holy Quran based on their readers/reciters’ performance. In this research we have chosen to segment two different Surahs, the first 120 Ayah from Surat Al-Baqra (chapter 1) as output data and Surat Al Kahaf "سورة الكهف" (Chapter 18) into 110 separate Ayah for a specific reader as the corpus. In total, 15 different readers were considered for the corpus construction, as detailed in Table II. Each Holy Quran reader recites the 110 Ayah from Surat Al Kahaf. A wave file was created for each Ayah. The total number of acoustic waves created is 1650 waves. The recognition system was implemented in MATLAB. The speech signal was divided into segments of 15 ms frames with the use of a Hamming window for further analysis. We experimentally determined that 15 ms frames generated better recognition because the Holy Quran readers generally have a slow rate of recitation. A larger frame size does not enhance the recognition system’s ability to learn the characteristics of the signal.

**TABLE II: HOLY QURAN READERS CITED IN STUDY**

<table>
<thead>
<tr>
<th>Reader Name</th>
<th>Arabic Name</th>
<th>Samples from Al-Kahaf</th>
<th>Samples from Al-Baqra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mohammad Rashad</td>
<td>محمد الرشاد</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Maher Almuaiqy</td>
<td>ماهر المعيقلي</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Khaled Alqahtani</td>
<td>خالد القهاطني</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Ahmad Alhuthafi</td>
<td>أحمد الحثفي</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Ali Alhuthafi</td>
<td>علي الحثفي</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Ahmad Alajamy</td>
<td>أحمد العاجمي</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Yahya Hanwa</td>
<td>يحيى حنوة</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Abdullah Basfar</td>
<td>عبد الله البصفر</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Salah Albudair</td>
<td>صالح البدائر</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Yasser Aldonari</td>
<td>ياسر الدوني</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Fares Abbad</td>
<td>فارس عبد</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Abdulrahman Alsuada</td>
<td>عبد الرحمن السعد</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>M救济 Sy AlAfsoy</td>
<td>مسجد الشيموس</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Saud Shuraim</td>
<td>سعود الشرعيم</td>
<td>110</td>
<td>120</td>
</tr>
<tr>
<td>Saad Alquamidi</td>
<td>سعد العقمدي</td>
<td>110</td>
<td>120</td>
</tr>
</tbody>
</table>

Since the Ayaat are of different lengths, a 20-feature representation of each Ayah was extracted for the 1650 acoustic waves as an MFCC file corresponding to the acoustic waves as discussed in Section III.B. Fig. 4 shows the feature vectors of the whole Ayaat. Each ayah vector is transposed and labelled by the corresponding reader, as illustrated in Fig. 5.
short-period power spectrum of sound wave representation. Mel frequencies are based on known variations in the human ear's critical bandwidth with frequency filters at frequencies below 1 kHz and logarithmically at higher frequencies, to capture the phonetically important characteristics of speech [1]. In the Holy Quran, the correct form of pronunciation and voice depends on the context and is controlled by the reader’s voice and his ability move from one pitch and tone to another (Maqam). The stages involved in Mel-frequency Cepstral Coefficient (MFCC) extraction are illustrated in Fig. 8.

The MFCC is calculated using equation 1 and its implementation in Algorithm 1 [22].

\[ C_i = \sum_{k=1}^{p} X_i \cos \left( \frac{\pi (k - 0.5)}{N} \right) \text{, for } i = 1, 2, \ldots, p \]  

where \( C_i \) is the cepstral coefficients, \( P \) is the order, \( k \) is the number of discrete Fourier transforms magnitude coefficients, \( X_i \) is the \( k \)th order log-energy output from the filter bank, and \( N \) is the number of filters (usually 20). Thus, 19 coefficients and an energy feature were extracted, generating a vector of 20 coefficients per frame. In this research, the first 20-order of the MFCC were extracted.

Algorithm 1: MFCC Method

Inputs: \( s \) the signal, \( f_c \) the sampling rate of the signal.

Output: \( r \) transformed signal.

\( m = 100 \) %Frames blocking phase
\( n = 256 \) %m: the distance between the
\( \text{length(s)} \) %beginning of two frames
\( \text{nbFrame} = \text{floor}((1 - n) / m) + 1; \) %n: frame length
\( \text{for } i = 1: n \) %nb Frame: number of frames
\( \text{for } j = 1: \text{nbFrame} \)
\( M(i,j) = s((j - 1) * m + i); \)
end
end
\( h = \text{hamming}(n); \) %Windowing phase: windowing
\( M2 = \text{diag}(h) * M; \) all frames via %multiply each
\( \text{for } i = 1: \text{nbFrame} \) %individual frame by %windowing
\( \text{frame}(i,:) = \text{fft}(M2(:,i)); \) function.
\( \text{end} \) %FFT Phase: to convert each
\( m = \text{melbankm}(20, n, f_c); \) frame from %time domain into
\( n2 = 1 + \text{floor}((n / 2); \) frequency domain to %removes
\( z = m * \text{abs}(\text{frame}(1:n2,:)).^2; \) the redundancy of
\( r = \text{dct}(\text{log}(z)); \) mathematical %calculations.
\( \%\text{mel}-\text{spaced filter bank} \)
\( \%\text{Take log and then the DCT} \) %\text{mel}-\text{spaced FFT}

\( \%\text{Length of } \text{mel}-\text{spaced FFT} \)

C. Support Vector Machine

A support vector machines (SVM) is a powerful and popular discriminative classifier. SVMs aim at maximizing the separation margin between two competing classes, where the margin is defined as the distance between the decision
hyper plane and the closest training examples. In other words, finding the line that separates the sample into two classes with the maximum distance between the line and the samples. This line is called the hyper plane; the samples near the hyper plane are called support vectors. The maximum distance between the support vectors and the hyper plane is called the margin [2], [23]. Fig. 9 is a simple pictorial view of SVM stages.

![Fig. 9. SVM recognition stages [3].](image)

Fig. 9. SVM recognition stages [3].

D. Artificial Neural Networks

Neural networks, a beautiful biologically-inspired programming paradigm which enables a computer to learn from observational data. It’s a technique for building a computer program that learns from data. It is based very loosely on how we think the human brain works. First, a collection of software “neurons” is created and connected together, allowing them to send messages to each other. Next, the network is asked to solve a problem, which it attempts to do over and over, each time strengthening the connections that lead to success and diminishing those that lead to failure. Fig. 10 represent a simple ANN with one input layer, three hidden layers, and one output layer.

![Fig. 10. ANN Paradigm1.](image)

Fig. 10. ANN Paradigm1.

IV. EXPERIMENTS AND EVALUATION

The Holy Quran Reader Identification system depends mainly on the features extracted from the acoustic waves, as well as the learning and classification algorithms. The SVM is trained with the 15 readers of the Holy Quran in Table II. For comparison purposes, the same experiment was repeated with the ANN for classification. For training purposes, we have chosen 70% of the features for training in both SVM and ANN. The remaining 30% of the features is for the testing, as shown in Fig. 11.

![Fig. 11. Model building in WEKA.](image)

Fig. 11. Model building in WEKA.

As shown in Fig. 11, X1, X2 up to X20 are the feature vector values or the predictors. The “Readers” are the target classes. After training the SVM over 70% of the features, it starts testing the trained model on 30%. The result is a testing confusion matrix of the SVM. The confusion matrix is a data structure used to show the classification results. The rows of this matrix are the desired classification and the columns are the predicted classification.

Table III represents the confusion matrix of the testing phase with SVM. It is clear that some samples are below the hyper plane of the SVM (Main Diagonal) where others are above it. In both cases, it is considered a misclassification of the sample. The sample is correctly classified if it is on the main diagonal. In Table III, most of the samples are correctly classified. To calculate the accuracy, Eq (2) is used.

$$\text{Accuracy} = \frac{\sum_{\text{DiagonalSample of confusion matrix}}}{\text{TotalSample}}$$ (2)

The overall accuracy of reader identification when using SVM is 96.59%. About 4% of the total samples were misclassified. Although we generate samples from only one Surah, it was huge feature file to process. If the samples from Surah Al-Baqarah are entered as an outlet test data, the SVM shows 95.9% accuracy when tested by the outlet data from Al-Baqarah. The Differences between testing on test data from the same corpus (Surah Al-Kahaf) and the outlet data (Surah Al-Baqarah) is about 0.6%, which is highly acceptable.

The misclassified samples were due to the way that the Holy Quran reader recited the different verses. The similarity between the reader’s sound and the emotion expressed is critical. Especially since most of the Holy Quran readers follow the same reading rules “Ahkam Altajweed” when they are reciting the various verses of the chapter. Applying “Ahkam Altajweed” will increase the chance of the inter modulation between acoustic waves from different readers. Moreover, every reader has his own standard of delivery “Makam” (مقاطعات صوتية) which is often like that of other readers.

1 The picture is taken from: https://becominghuman.ai/creating-your-own-neural-network-using-tensorflow-fa8ca7c4d0e
For comparison purposes, the same experiments were repeated with another learning algorithm, namely the ANN. The same files were used as an input to ANN with the same ratios of 70% for training and 30% for testing. The result shows that ANN converges and stops its progress when the accuracy reaches 86.17%. The ANN confusion matrix is shown in. When feeding Surhat “Al-Baqara” as an output data for the ANN classifier, the percentage of accuracy fell to 83%. The SVM shows superiority over ANN in this experiment. Table IV shows the summary of the results of the proposed system using SVM to contrast with ANN classifiers.

The SVM classifier shows a better result than ANN with our system. It has higher accuracy and lower MSE than ANN.

### V. Conclusion

In this research, we developed a Holy Quran Reader Identification System from acoustic waves that represent the pronunciation of the “Ayaat”. The MFCC features were extracted from the signals. The SVM and ANN classifiers were used, and their results were compared. The results obtained reveal that the identification accuracy using SVM is much better compared to the ANN. The SVM gives 96.59% accuracy while, 86.17% accuracy was obtained with ANN. The proposed system is the very first system for Holy Quran reader identification. In the future, we suggest extending our work with more than 15 Holy Quran readers and using further extraction techniques and classification algorithms such as the Gaussian Mixture, to increase the identification accuracy.
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