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Abstract—The latest coal mine policy of China puts forward new requirements for safe mining in the coalmine. This paper proposes a BP neural network ensemble learning model based on additional momentum term combined with Bagging algorithm for the prediction of coal and gas outburst. The additional momentum term approach is used to optimize the weights and thresholds of BP neural network during the training process. In order to enhance the prediction ability of BP neural network, the Bagging algorithm is adopted to build ensemble neural network. Experiments show that as compared with the standard BP neural network, the ensemble learning model can improve the prediction accuracy of 8%-10% points in the prediction of coal and gas outburst and the prediction accuracy is over 95%.
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I. INTRODUCTION

Coal and gas outburst (outburst for short) is a major natural disaster in the coal mining process. It is a complicated gas dynamic phenomenon involving coal, rock and gas (individual with carbon dioxide), dominates in coal mine accidents and poses a serious threat to the safe production of coal mines [1]. According to the statistics of coal mine safety accidents from 2005 to 2016, collected by China's State Bureau of Coal Mine Safety Supervision, the number of outburst accidents accounts for 25.5% while deaths accounts for 47.7%, which have caused serious loss of human lives and properties. Therefore, it is becoming one of the focuses of the current research that how to predict outburst effectively.

To predict the outburst, existing methods are mainly divided into regional prediction and working face prediction. The main task of regional prediction is to predict the outburst danger in coal seam area, while the prediction of working face is based on the former, predicting the outburst danger of coal mass near the working face, and carrying out in the process of extraction face [2]. According to the prediction process and continuity, the working face prediction can be further divided into static (or discontinuous) and dynamic (or continuous) categories [3]. The works in [3], [4] are introduced in detail.

At present, existing static prediction methods are time consuming and have the trait of inaccurate predictions and susceptibility to artificial influences. The dynamic prediction technology is high costly, and there is still a gap between the reliability of the prediction and the need for the actual production. In view of the shortage of the current prediction methods, this paper introduces the BP neural network ensemble model based on bagging algorithm and improves the BP algorithm with the surplus momentum term method. With the help of the improved BP neural network's highly nonlinear mapping function and the ensemble learning advantage of the Bagging algorithm, the proposed method can investigate the correlation between the outburst and the impact factors hidden in the outburst data to compensate for the inadequacies of traditional predicting methods, and achieve the prediction of working face outburst danger more accurately and reliably.

The rest of the paper is structured as follows: Section II describes the related work; Section III introduces the BP neural network ensemble model based on Bagging algorithm in detail; Section IV gives the experiments and results, and the conclusions are shown in Section V.

II. RELATED WORK

With the deep understanding of the outburst process and its impact factors, researchers have put forward many outburst prediction methods. Existing works in the prediction of working face outburst can be divided into two types: static prediction and dynamic prediction [3], [4].

The static prediction methods are based on some quantitative indexes that affect the properties of gas coal mass and its occurrence conditions. More specifically, there are many indexes used in recent works, such as drilling cuttings volume $S$, drilling gas inrush initial velocity $q$, initial speed of gas diffusion, coal solid coefficient $f$, gas pressure $p$ and so on [3]. Static prediction methods include $D$ and $K$ comprehensive index method, $R$ index method, drilling gas inrush initial velocity method, drill cuttings gas desorption index method, drill cuttings comprehensive index method and so on. The $D$ and $K$ comprehensive index method was first proposed by the Fushun branch of the Coal Science Research Institute, which is suitable for the regional prediction of coal seam or the prediction of the outburst danger of cross-measure cutting coal working face [5]. The $R$ index method was proposed by the former Soviet Union Eastern Coal Research Institute in 1969, and it is applicable to the outburst danger prediction of coal roadway driving working face [3], [6]. The drilling gas inrush initial velocity method is an important index used by coal and gas scientists and...
technicians at home and abroad, which is the most widely used daily prediction method in the former Soviet Union [3]. The drill cuttings gas desorption index method is widely used because it can reflect the gas content of coal seam better and can be measured easily in the underground, and its determination method was drafted by Chongqing Research Institute of Coal Science Research Institute [7]. The drill cuttings comprehensive index method predicts the outburst danger of working face by considering the maximum drilling chip amount per meter $S_{max}$, drill cuttings gas desorption index $K_v$, drill cuttings gas desorption attenuation coefficient $C$ and desorption meter reading $\Delta h_2$ at 2min comprehensively.

Dynamic prediction method refers to the method of determining the danger of coal seam near the working face by means of dynamically and continuously monitoring of some indexes which can comprehensively reflect the stress (or deformation) state of the coal containing gas [3], including Elastic wave technology prediction method, gas inrush dynamic index prediction method, electromagnetic radiation technology prediction method and coal seam temperature prediction method and so on. The Fushun Branch of China Coal Research Institute has done a lot of work in the prediction of acoustic emission (a type of elastic wave technology) [8]. And countries such as the former Soviet Union, Canada, and France have also conducted some research work on this technology. Gas emission dynamic indexes include $V_{s0}$ and $K_v$. $V_{s0}$ refers to the ratio of the amount of gas emission and the amount of coal lost within 30 minutes after blasting on the working face. $K_v$ refers to the coefficient of gas emission fluctuation, which reflects the extent of the increase and decrease of gas emission from the working face [3]. At present, several major coal science branches in our country have studied this technology, where the future research direction is to identify outburst based on the relationship between outburst and gas dynamic emission monitored continuously by environmental monitoring system [3]. Elastic wave technology is utilized to predict the outburst based on the principle of outward radiation of electromagnetic energy in the process of loaded coal and rock mass deformation and fracture [9]. China and the former Soviet Union studied earlier in this respect. The coal seam will present different temperature changes due to the effects of ground stress and gas pressure. It would occur precursory phenomena of outburst, such as crown drill, stuck drill, and spray drill during drilling, when the coal mass accumulated high strain energy. The Detailed Regulations on Coal and Gas Outburst Prevention formulated by China have made the coal seam temperature as a prediction index for outburst danger [10].

In recent years, some new theoretical approaches and techniques have been applied in the prediction of outburst danger, including fractal theory, nonlinear theory, rheology-mutation theory and data mining technology. For example, Zhengli Mao used the fractal theory to predict the outburst [11]; Wang Kai et al. applied the non-linear theory to the outburst research [12]; Simultaneously, rheological and mutation theory can also be used for outburst research [13], [14]. The application of data mining technology in prediction is becoming more and more extensive. Jiahui Liang et al. applied fuzzy mathematics method to carry out a multi-level fuzzy comprehensive evaluation on outburst prediction [15]; Zhonghui Li et al. used the logistic regression model to evaluate outburst comprehensively[16]; Wang, ZY used the support vector machine method to study the prediction of outburst [17]; and Zhang Yu et al. proposed a method based on neural network to establish an outburst prediction model [18].

Contrary to the above methods, the BP neural network ensemble model based on Bagging algorithm proposed in this paper combines the advantages of the static and the dynamic prediction method, it can find out the correlation between the outburst and the impact factors hidden in the outburst data to compensate for the inadequacies of traditional predicting methods with the help of the neural network's highly nonlinear mapping function and the ensemble learning advantage of the machine learning. Furthermore, it can be combined with dynamic predicting methods to enrich the prediction model and its functions, for instance, the dynamic prediction method includes electromagnetic radiation method, of which input as a prediction index to the model to make a dynamical and continuous prediction of working face. It aims to achieve the prediction of working face outburst danger more accurately and reliably.

III. BP NEURAL NETWORK ENSEMBLE LEARNING MODEL BASED ON BAGGING ALGORITHM

The work of this paper, inspired by [18]-[20], utilizes the BP neural network ensemble model based on Bagging algorithm to predict the outburst danger in the working face. BP neural network is one of the most widely used neural network models, which can classify prediction problems and possess highly nonlinear mapping and accurate function fitting, as well as the ability of self-organizing, self-learning, self-adaptive and parallel processing [21]. Bagging algorithm is an ensemble learning algorithm, which is an ensemble method to improve the accuracy of learning algorithms by sampling samples and feature attributes to generate multiple independent models [22]. The problem in this paper can be formally described as follows: Given coal and gas outburst data set $D$ containing $m$ data records $\{(x_i, y_i)|i=1\ldots m\}$, where $x_i \in \mathbb{R}^d$ indicates a vector sample with $d$ dimension features, $y_i \in Y = \{c_1, c_2, \cdots, c_v\}$ indicates the category label, $v$ indicates the number of predicted labels. As shown in Fig. 1, firstly, it is used to divide the data set $D$ into the training set $DT$ and the test set $DS$ by hold-out cross validation [23] to construct the improved BP neural network ensemble learning model. Then $k$-fold cross validation [23] is used to divide the training set $DT$ into $k$ disjoint subsets and take $k$-1 as the training data set $D_t^j$, one as the verification data set $D_v^j$ and the test set $DS$ as the test data set $D_t^j$. Secondly, Bootstrap, a sampling with replacement method, is adopted to sampling $l_S$ Samples randomly from the training data set $D_t^j$ each time to train the classifier and determine the model parameters. Thirdly, the classifier is verified by the validation data set $D_v^j$ and a base classifier model $E_i$ of an improved BP neural
network is obtained, subsequently, the same method is used to form the ensemble classifier \( E = \{ E_1, E_2, \cdots, E_k \} \). Finally, the ensemble classifier \( E \) is applied to the test data set \( D^* \). The work uses the weighted mean method to obtain a strong classifier for testing the classification of unknown samples in the test set. In sum, the problem in this paper is to train an improved BP neural network ensemble learning model on data set \( D \). This model can be used to predict the outburst danger of unknown samples, which can be formalized as below:

\[
E_{\sum \omega_i} \rightarrow Y(j \in l, \ u, \ 1)
\]

![Fig. 1. Framework of the ensemble learning model.](image)

**A. Improved BP Neural Network Model**

In this paper, the BP neural network is improved with the additional momentum term method. The essence of the additional momentum term is the effect, the change of the weights or the thresholds value, have been passed through by a momentum factor. If the momentum factor is 0, the change of the weights or thresholds is generated by the gradient descent method; While if the momentum factor is 1, the change of the gradient descent method is ignored and the new weight or threshold change is the last one. In this way, when the momentum term is added, the adjustment of the weight value is changed to the average direction of the bottom of the error surface, and the "inertia effect" is used to restrain the possible oscillation in the network training, which plays a buffer and smooth function, and helps to jump out the network from the local minimum of the error surface.

The basic processing framework of the improved BP neural network is shown in Fig. 2. Where \( X = (X_1, X_2, \cdots, X_n) \) is the set of \( n \) values that are input from the outside or other neurons output; \( W = (W_1, W_2, \cdots, W_n) \) is called the weight, representing the connection strength between the neuron and other neurons; \( \sum WX \) is called the activation value that is equal to the total input of the artificial neuron; \( O \) refers to the output of the neuron; \( b \) refers to the threshold of this neuron, and if the weighted sum of the input signal is greater than \( b \), the artificial neuron is activated. In this way, the output of artificial neuron can be described as below:

\[
O = f(\sum WX - b)
\]

In Eq.(1), \( f(\bullet) \) is called the activation function. The activation function used in this paper is a nonlinear transformation function-bipolar Sigmoid function \( tanh(x) \) function). In the process of error back-propagation, the problem of derivation with respect to the activation function is involved, and the \( tanh(x) \) function solves the problem of derivative discontinuity and the output problem of zero-centered effectively, so it is used as the activation function of this paper. It is defined as follows:

\[
f(x) = (1-e^{-x})/(1+e^{-x})
\]

![Fig. 2. Artificial neuron model.](image)

Robert Hecht-Nielsen proved that any continuous function in any interval can be approximated by a hidden layer neural network, which is the **universal approximation theorem** [24]. For the convenience of the following discussion, symbols to be used in this paper are defined in Table I.

This paper uses a three-layer BP neural network with a single hidden layer structure to simulate the change of the outburst. The network structure is illustrated in Fig. 3.

![Fig. 3. Improved BP neural network structure.](image)

As the momentum factor acts in the process of error back propagation, the new weights or thresholds are canceled when the updated weights or thresholds make the error too large so that they can avoid the network entering a larger error surface. When the new rate of error change exceeds the maximum rate previous, the calculated value of weights or thresholds is canceled. The maximum rate of error change can be any value, which is greater than or equal to 1, and the empirical value is 1.04. Hence, the program design based on the additional momentum method must add conditions to update the weights and thresholds correctly. The judging conditions are defined as follows:

\[
\alpha = \begin{cases} 
0 & E(k) > E(k-1) \times 1.04 \\
0.95 & E(k) < E(k-1) \\
\alpha & \text{others}
\end{cases}
\]

**B. The Principle of Improved BP Neural Network Learning Algorithm**

The improved BP neural network algorithm adopts the
Let the learning rate be $\eta$ and the momentum factor be $\alpha$. The input and output of each network layer can be calculated as follows.

The loss function is defined below:

$$L(e) = 1/2 \sum_{i=0}^{p}(y_i - y_i)^2$$

The calculation of the input of the hidden layer node:

$$s_j = \sum_{i=1}^{n}x_i \cdot w^j_i - b^j$$

The calculation of the output of the output layer node:

$$y_j = \frac{1}{1 + \exp(-s_j)}$$

The calculation of the reverse output of the output layer:

$$\delta^3_j = \frac{\partial L}{\partial s^3_j} = \theta(s^3_j) \cdot \sum_{i=1}^{p} \delta^2_i \cdot w^2_{ji}$$

The additional momentum term is used to update the weights and thresholds, which can be calculated according to the following Eq. (8)-Eq. (11).

Update the weights from the input layer to the hidden layer:

$$\Delta w^j_i(t) = (1- \alpha) \cdot \eta \cdot x_i \cdot \delta^3_j + \alpha \cdot \Delta w^j_i(t-1)$$

Update the thresholds of the hidden layer:

$$\delta^3_j = (1- \alpha) \cdot \eta \cdot \delta^3_j + \alpha \cdot \Delta \delta^3_j(t-1)$$

The algorithm flow of the improved BP neural network is shown in Algorithm 1.

### Algorithm 1. The algorithm flow of the improved BP neural network

**Input:** The normalized data set D after normalized by min-max function.

**Output:** The improved BP neural network with connection weight and threshold determination.

1: Network initialization: Initializing of the initial value of each weight and value $W_j(0), b_j(0) \in (0,1)$ , learning rate $\eta$ and momentum factor $\alpha$, number of nodes in the input layer $n$, number of nodes in the hidden layer $h$, number of nodes in the output layer $p$.
2: for all $(x, y) \in D$ do
3: Calculate the input and output value of each network layer.
4.1: Calculate the input value of the hidden layer nodes by Eq. (2);
4.2: Calculate the input value of the output layer nodes by Eq. (3);
4.3: Calculate the reverse output value of the output layer nodes by Eq. (4);
4.4: Calculate the reverse input value of the hidden layer nodes by Eq. (5);
4.5: Calculate the reverse input value of the hidden layer nodes by Eq. (6);
5: Calculate the reverse output value of the output layer nodes by Eq. (7);
6: Update weights and thresholds based on additional momentum term.
7: Update the weights from the hidden layer to the output layer by Eq. (8);
8: Update the thresholds of the hidden layer nodes by Eq. (9);
9: Update the weights from the hidden layer to the output layer by Eq. (10);
10: Update the thresholds of the output layer nodes by Eq. (11);
11: After training all the samples, does the output layer error $E(k)$ meet the accuracy requirements? If $E(k)$ meet the accuracy requirements, turn (6), otherwise turn (3) to continue training.

### C. Classification Prediction by BP Neural Network Ensemble Model Based on Bagging Algorithm

Leo Breiman proposed Bagging algorithm in 1996 [20] and the deviation variance theory is used to make a complete and reasonable theoretical explanation of its effectiveness [26], [27]. The basic idea of Bagging algorithm is below: Given a weak classifier and a training set, the weak classification algorithm is used to classify the training samples. Because the weak classification algorithm is unstable and the accuracy is low, the weak classification algorithm is used many times to construct a sequence of prediction function. Then they are combined into a predictive function in a certain way. The final predictive result will be obtained by the predictive function.
according to an ensemble learning method. The general methods include the voting method and the weighted average method.

Breiman points out that the neural network is unstable, i.e. a weak classifier, and Bagging has a significant effect on the unstable learning algorithm. Therefore, this paper uses the improved BP neural network as a weak classifier and the idea of Bagging ensemble to improve the generalization accuracy of the improved neural network. Fig. 4 shows the diagram of the improved ensemble BP neural network prediction model based on Bagging algorithm.

![Diagram of Improved Ensemble BP Neural Network Prediction Model](image)

**Fig. 4.** Improved ensemble BP neural network prediction model based on Bagging algorithm.

Firstly, the improved BP neural network prediction model based on Bagging algorithm generates each training subsets $D_1, D_2, \cdots, D_k$ by Bootstrap sampling method (the uniformly sampling with replacement [28]) on the original data $D$, subsequently, generating an improved BP neural network base model $E_i$ on each training subsets. The model $E_i$ makes the sample instance in the corresponding training set $D_i$ obtain an optimal prediction accuracy. In this way, it is more likely that the sample instances of test set, similar with the training set $D_i$ sample instances, have higher accuracy on the model $E_i$. Details of the algorithm is shown in Algorithm 2.

**IV. EXPERIMENTS AND RESULTS**

**A. Experimental Data**

In this paper, 58 sets of real data were obtained from a coal mine gas monitoring system in Anhui Province, and 142 sets of simulation data were generated on the basis of 58 sets of real data. A total of 200 sets of data are used for our experiments.

200 sets of data consist of the following 7 features: 1. Initial speed of gas diffusion (mmHg); 2. Coal seam gas pressure (Mpa); 3. Coal seam gas content (m3/t); 4. Coal solid coefficient; 5. Coal destruction type; 6. Geological structure type; 7. Coal mining depth (m). The specific classification method is based on the results that have been detected out to classify the outburst danger level, which can be divided into four categories: no outburst danger; small outburst danger; medium outburst danger and large outburst danger. The Coal destruction type are classified into five categories: I, II, III, IV and V, corresponding to 0.1, 0.2, 0.3, 0.4, and 0.5 in the data, respectively. The Geological structure types include horizontal structure; monoclinal structure; anticline fold structure; syncline fold structure; ascending rock type fault structure and descending rock type fault structure, corresponding to 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 in the data, respectively. We give eight sets of sampling data as showed in Table II.

**Algorithm 2.** The algorithm flow of Bagging algorithm integrated BP neural network

**Input:** The normalized data set $D=\{(x,y)\}$.

**Output:** The classification result of this sample $x$ of this test set $\hat{y}$.

1. for $t=1, \ldots, k$ do ($k$ is the number of base models)
   1.1: Randomly select k-1 samples from the training set $DT$ (sampling with replacement);
   1.2: Training the improved BP neural network with this samples to obtain the base model $E_i$;
   2: Averaging all the base model $\{E_i\}$ to get a strong learner $\hat{y} = \frac{1}{k}\sum_{i=1}^{k} E_i(x)$
   3: The strong learner is used to test the data set.

**end for**

**B. The settings of Improved BP Neural Network**

In order to make the network converge quickly and avoid numerical problems and neuron output saturation, the training set $D$ is normalized before training. Since bipolar $S$ type activation functions are used in this paper and the input parameters are required to be distributed in [-1, 1], so the data need to be normalized to [-1, 1].

The topological structure of the BP neural network improved by additional momentum term is composed of an input layer, a hidden layer and an output layer. There are 7 neurons in the input layer, that is, 7 features. The output layer neuron node is 4, representing 4 categories, of which $(1 \ 0 \ 0 \ 0)$ indicates no outburst danger, $(0 \ 1 \ 0 \ 0)$ indicates small outburst danger, $(0 \ 0 \ 1 \ 0)$ indicates medium outburst danger and $(0 \ 0 \ 0 \ 1)$ indicates large outburst danger. The number of hidden layer nodes is determined by the empirical value namely $h = \sqrt{n+p} + 1$, where $h$ is the number of hidden layer nodes, $n$ is the number of input layer nodes, $p$ is the constant between 0 and 10, and the number of hidden layer nodes is 11 in this paper. The activation function is the bipolar $S$ function ($\tanh(x)$ function). The training approach is gradient descent method with momentum term by initializing weights and thresholds randomly. The maximum number of iterations is 1000, the prediction error is 0.001, and the learning rate and momentum factor are given in Section IV.C.

![Graph](image)

**Fig. 5.** Relationship between learning rate and forecast accuracy.
C. Results

In order to make the model more stable and the network training period appropriate and the effect convergent, experiments on the learning rate and momentum factor are first given, the results are shown in Fig. 5 and Fig. 6. In the experiments, different values of learning rate and momentum factor used in the neural network are simulated many times. It is seen from Fig. 5 and Fig. 6 that a stable high prediction result can be achieved if learning rate is set to $\eta \in (0.22,0.28)$ and the momentum term is set to $\alpha \in (0.7,0.9)$. This paper selects the learning rate $\eta = 0.25$ and the momentum factor $\alpha = 0.8$ to conduct subsequent experiments. Table III shows the overall mean square error (MSE), which represents the difference of the mean square error between the actual output value and the target, and also includes the regression value (R). It measures the correlation between the output and the target value for training, verification, and testing of the samples. Detailed analysis is presented in Fig. 7 and Fig. 8.

<table>
<thead>
<tr>
<th>Initial speed of gas diffusion (mmHg)</th>
<th>Coal seam gas pressure (Mpa)</th>
<th>Coal seam gas content (m³/t)</th>
<th>Coal solid coefficient</th>
<th>Coal destruction type</th>
<th>Geological structure type</th>
<th>Coal mining depth (m)</th>
<th>The outburst danger level</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.4</td>
<td>0.68</td>
<td>7.739</td>
<td>0.93</td>
<td>0.2</td>
<td>0.1</td>
<td>122</td>
<td>No</td>
</tr>
<tr>
<td>7.6</td>
<td>0.69</td>
<td>7.186</td>
<td>0.92</td>
<td>0.2</td>
<td>0.2</td>
<td>154</td>
<td>No</td>
</tr>
<tr>
<td>12.7</td>
<td>0.92</td>
<td>9.681</td>
<td>0.46</td>
<td>0.3</td>
<td>0.1</td>
<td>329</td>
<td>Small</td>
</tr>
<tr>
<td>14.8</td>
<td>0.94</td>
<td>10.618</td>
<td>0.49</td>
<td>0.4</td>
<td>0.1</td>
<td>256</td>
<td>Small</td>
</tr>
<tr>
<td>20.7</td>
<td>1.18</td>
<td>15.376</td>
<td>0.38</td>
<td>0.4</td>
<td>0.3</td>
<td>250</td>
<td>Medium</td>
</tr>
<tr>
<td>21.2</td>
<td>1.27</td>
<td>17.405</td>
<td>0.36</td>
<td>0.4</td>
<td>0.4</td>
<td>303</td>
<td>Medium</td>
</tr>
<tr>
<td>26.8</td>
<td>1.63</td>
<td>22.866</td>
<td>0.23</td>
<td>0.5</td>
<td>0.5</td>
<td>289</td>
<td>Large</td>
</tr>
<tr>
<td>29.7</td>
<td>1.50</td>
<td>18.571</td>
<td>0.23</td>
<td>0.5</td>
<td>0.4</td>
<td>227</td>
<td>Large</td>
</tr>
</tbody>
</table>

From the analysis of Fig. 7 and Fig. 8, the test set error and the validation set error are similar, which indicates that the MSE rapidly decreases with time during the training period. And the error is close to the center line of Zero Error, so the model is robust.

Furthermore, we used the standard BP algorithm to train the network. The comparison results are shown in Fig. 9, Fig. 10, Fig. 11, and Fig. 12. Fig. 9 and Fig. 10 are the training regression graphs. Results show that the improved BP neural network ensemble learning model based on Bagging algorithm presents a good curve fitting effect. The training, test and verification results are all greater than 0.95, which gives the optimal value of our model. Fig. 11 and Fig. 12 are the fitting graphs of the prediction trend and the original tendency. It can be seen that the ensemble learning model of this paper have a significantly better predicting trend than the standard BP neural network. Table IV shows the comparison training results using the standard BP neural network and the
ensemble learning model. Results show that the proposed ensemble learning model can improve the prediction accuracy of 8%-10% points and the prediction accuracy is over 95%.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Samples</th>
<th>Mean Square Error</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>100</td>
<td>0.01463</td>
<td>0.9551</td>
</tr>
<tr>
<td>Validation</td>
<td>50</td>
<td>0.01264</td>
<td>0.97322</td>
</tr>
<tr>
<td>Testing</td>
<td>100</td>
<td>0.01826</td>
<td>0.93487</td>
</tr>
</tbody>
</table>

TABLE IV: COMPARISON OF TRAINING RESULTS BETWEEN STANDARD BP NEURAL NETWORK AND THE ENSEMBLE LEARNING MODEL

<table>
<thead>
<tr>
<th></th>
<th>Mean Square Error</th>
<th>( R ) Training</th>
<th>Validation</th>
<th>Testing</th>
<th>Prediction accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard BP neural network</td>
<td>0.0648</td>
<td>0.8798</td>
<td>0.79274</td>
<td>0.88172</td>
<td>86%</td>
</tr>
<tr>
<td>The ensemble learning model of this paper</td>
<td>0.0152</td>
<td>0.9551</td>
<td>0.97322</td>
<td>0.93487</td>
<td>95%</td>
</tr>
</tbody>
</table>

V. CONCLUSION

As the outburst is affected by many factors, and the influence principle, the influence mode and the influence range are difficult to be processed quantitatively, thus, the neural network model with highly nonlinear mapping function has played an obvious advantage. The improved BP neural network prediction method proposed in this paper outperforms the traditional prediction method. For example, the solid theoretical basis and rigorous deduction process are more suitable for the comprehensive analysis of outburst compared to most of the baseline methods.

This paper combines Bagging algorithm to construct an ensemble learning model for the improved BP neural network. Compared with a single learner, this ensemble learning model has more significant generalization performance. It is more stable and reliable than the standard BP neural network. Training results are more effective and the prediction accuracy is improved.

The prediction method proposed in this paper is a supplement to the existing prediction method of outburst. It can be combined with other predicting methods to enrich the prediction model and its functions, for example, the dynamic and continuous outburst prediction method, such as electromagnetic radiation technology prediction method, uses a predictive index as an input in the model to make a dynamic and continuous prediction of the working face.

In our studies, there are still some limitations. On one hand, real data are more difficult to obtain and the number of cases selected are not rich enough, which restricts the function of the neural network and makes the established network less stable. On the other hand, although the model established in this paper has a high accuracy, the actual application conditions are more complicated. If the coal mine establishes a multi-index outburst prediction learning sample database, it will undoubtedly make the model more widely and reliably be applied in practice.
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