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Abstract—Cigarette smoking is the leading cause of preventable death in a general population and it seems a significant topic in health research. The primary aim of this study determines the significant risk factors and investigates the prediction of 6 months smoking cessation program among women in Korea. In this regard, we examined real-world dataset about a smoking cessation program among the only women from Chungbuk Tobacco Control Center of Chungbuk National University College of Medicine in South Korea which collected from 2015 to 2017. Accordingly, we carried out to compare four machine learning techniques: Logistic regression (LR), Support Vector Machine (SVM), Random Forest (RF) and Naïve Bayes (NB) in order to predict response for successful or unsuccessful smoking quitters. Totally we analyzed 60 set of features that may affect the association between smoking cessation such as socio-demographic characteristics, smoking status for the age of starting, duration and others by employing a filter-based feature selection method. Respectively, we identified significant 8 factors which associated with smoking cessation. The experimental results demonstrate that NB performs better than other classifiers. Moreover, the performance of prediction models as measured by Accuracy, Precision, Recall, F-measure and ROC area. This finding has gone some way towards enhancing our better understanding of the significant factors contributing to smoking cessation program implementation and accompanying to concern public health.

Index Terms—Smoking cessation, women, feature selection, logistic regression, support vector machine, random forest, Naïve Bayes.

I. INTRODUCTION

Tobacco use is the widely documented preventable risk factor for premature death as it kills about more than 5 million people throughout worldwide in every year. Essentially smoking is now well established as a perceived major cause of disease and early death, a dramatic rise of about 100 million deaths from the previous century and 1 billion estimated deaths during the 21st century. By 2030, the death toll is reaching 8 million per year. Moreover, largely the growth of over 80% of tobacco smokers live in low and middle-income countries [1], [2].

Most smokers want to quit smoking, furthermore as known as majority make multiple quit attempts during their lifetime but many people eventually failed in smoking cessation [3]. The reason for these spread of critical evidence, increase the awareness about the impact of smoking dangers on health and aware the antismoking legislation in order to prevention policies for offering quit smoking in social. Many countries have been realizing to decrease tobacco consumption through monitoring and implementing smoke-free ways for encouraging smokers to quit effectively. Especially, government and health care providers initiate to implement more accessible resources to help smokers to quit.

In point of fact, Tobacco Control Center was established in 18 cities of the Republic of Korea from 2015. An important component of smoking cessation program is understanding the factors and predicting success for quitting which is an effective way for public health benefit. According to a report from the World Health Organization, women have traditionally not used tobacco permanently as well women smoke at about one fourth the rate of men. Even though, compare non-smoker women with a smoking dependent women who has the greater risk of reproductive health problems, many forms of gynecologic and other types of cancer, coronary and vascular disease, chronic obstructive lung disease, and osteoporosis [4].

A recent literatures [5]-[7] in this area examining factors associated with smoking cessation based on sampled population, for example, participants of smoking cessation intervention defined period or certain generalizations of group objects.

S. Kim [5] study evaluated smoking prevalence for Korean adults by gender, age group and the association between smoking and socio-demographic factors using the Korea National Health and Nutrition Examination Survey (KNHNES) 2008-2010 dataset. This study concerned the high smoking prevalence among widowed or divorced women also it conducted with a cross-sectional analyze and using to estimate Rao-Scott Chi-square test, Crude odds ratio.
and confidence intervals in 95% for finding association and comparison of variables.

R. Charafeddine et al. [6] estimated the association between health-related quality of life and smoking for each educational level and gender using linear and logistic multivariate regression models. Among women, however, daily smokers have shown significantly lower health-related quality of life scores compared with never smokers, but only among females with a low and intermediate educational level.

I. Khati et al. [7] compared individuals who successfully quit smoking from those who relapsed on socio-demographic, psychological and health factors based on data coming from telephone interviews conducted in 2011 with participants of the TEMPO (Trajectoires EpidémioLogiques en Population). They conducted the regression analyses and multivariate analyses within a stepwise descending method. Their result shows that 43% of participants were current smokers who never quit for the extended period and, 33% former smokers and 24% current smokers who relapsed after extended cessation. Therefore, they concluded about work and family circumstances, co-occurring substance use and psychological difficulties might affect smoking cessation in young adults.

A majority of studies compared to estimate objectives and applied statistical methods such as chi-square test, logistic and multivariate regression models for finding the association between socio-demographic factors and success for smoking cessation. The regression analysis estimating statistical significant interactions among dependent variable and one or more independent variables.

Nowadays classification technique plays an essential role in drive the decision rules effectively. Classification is supervised learning in which the predictor learns from the data input and the objective of a classification model is to predict the target class with the most accurate result. Data classification process consist of two-steps such as building the model and using the classification model for classification. While step of building the model, the classification model is constructed by a predetermined training set, subsequently applied it to the test set which consists of records with unknown class labels.

Varies application motivated by the success of the classification techniques, especially in the medical domain [8]-[10] utilized widely. Therefore, an objective of these designed built to compute the classifiers evaluation, in the result, explore the best models for supporting their decision.

The organization of the experimental steps are as follows: Our proposed framework has three main components: First, we analyze data preprocessing and determine significant features. Second, apply to compare the results of Logistic Regression (LR), Support vector machine (SVM), Random Forest (RF) and Naïve Bayes (NB). Final step is performance evaluation, we will propose the best prediction model in smoking cessation result only women after 6 months program.

The remainder of this paper is logically structured as follows: Section II describes a dataset, feature selection and classification methods we used. Framework and experimental result demonstrates in Section III. Finally, conclusion and future work are presents in Section IV.

II. MATERIALS AND METHODS

A. Data Interpretation

This study examined real-world data from Chungbuk Tobacco Control Center of Chungbuk National University College of Medicine in South Korea which collected from 2015 to 2017. The current study was approved by the Institutional Review Board (IRB) of the Chungbuk National University (IRB approval No.CBNU-201801-SBETC-591-01).

In this study, we evaluated only about smoking relapse among women through participation of 6 months smoking cessation program. Prospective sampled raw data contains 60 features and 407 women who cigarette smoking.

B. Feature Selection and Creation

Feature selection [11] is an essential preprocessing step in data mining for selecting a subset of relevant features and improving performance for classifiers from the original dataset. Although, feature selection method eliminates redundant and irrelevant features order to distinguish features which it is higher correlated. Feature selection method can be categorized filter, wrapper and embedded approach illustrated in Fig. 1.

Filter approach is generally do not require any classification algorithm. Moreover, the filter approach is faster in computation time and scalable to high dimensional data. For this reason, we applied the filter feature selection approach in this paper.

Wrapper approach is not same with filter approach because it detects the possible interactions between feature subsets. The main disadvantage of the wrapper approach is high time computation when large data and has a risk of overfitting. Embedded approach is to combine the filter and wrapper approaches and can cover high dimensional data as well. But wrapper and embedded approaches have the same drawback which is classifier dependent selection. [12], [13].
Feature creation has methodologies for extracting a new set of attributes, mapping the data to a new space and constructing to provide necessary information and in some cases leading to better domain understanding.

C. Logistic Regression (LR)

LR is a statistical method for analyzing a dataset where the dependent variable is categorical. The goal of logistic regression predicts the probability of an outcome that only has two possible dichotomy values (successful quitter or unsuccessful quitter for smoking), which is limited to values between 0 and 1, from a set of independent variables. The logit function determined as the natural logarithm (ln) of the "odds" of the target variable, used to "S" shaped curve bounded to be between (0 and 1) to a variable that ranges over (−∞, +∞) [14], [15]. The LR model is:

\[ \text{logit}(p) = \beta_0 + \beta_1X_1 + \beta_2X_2 + \beta_3X_3 + \cdots + \beta_kX_k \]  

where \( p \) is the probability of presence of the characteristic for interest and logged odds is defined by:

\[ \text{odds} = \frac{p}{1-p} = \frac{\text{probability of presence of characteristic}}{\text{probability of absence of characteristic}} \]  

The logistic formulas are existed in term of the probability that \( Y = 1 \) is yes and \( Y = 0 \) no means 1 − \( p \).

\[ \ln \left( \frac{p}{1-p} \right) = \beta \cdot X_i \]  

where \( \beta \cdot X_i \) is familiar equation with linear regression line and it suspects form the distribution \( P(Y|A) \) and parametric model is:

\[ P(Y = \text{yes}|A) = \frac{\exp(\beta_0 + \sum_{i=1}^{n} \beta_i X_i)}{1 + \exp(\beta_0 + \sum_{i=1}^{n} \beta_i X_i)} \]  

and therefore,

\[ P(Y = \text{no}|A) = \frac{1}{1 + \exp(\beta_0 + \sum_{i=1}^{n} \beta_i X_i)} \]  

where \( \beta_i \) - is the coefficient of the predictor variable and slope can be interpreted as the change of \( Y \), from unit change in \( X \) [10]. The LR model can be expressed as follows:

\[ \ln \left( \frac{F(x)}{1-F(x)} \right) = \beta_0 + \sum_{i=1}^{n} \beta_i x_i \]  

where \( F(x) \) – probability of prediction, \( \beta_0 \) – constant coefficient, \( \beta_i \) – coefficient corresponding to the feature \( x_i \)

D. Support Vector Machine (SVM)

Support Vector Machine (SVM) [16], [17] is an Artificial Intelligence-based technique which can be classification and regression problems.

SVM to find the decision boundary with maximal margin where the distance between two groups of data points. Here, SVM search an optimal separating hyperplane which divides two classes correctly. Based on the features of support vectors, which suitable belongs to classes as successful smokers or unsuccessful smokers can be predicted. The main objective of SVM is to map the original training set to high-dimensional feature space as shown in Fig. 2.

SVM function is formulated as follows:

\[ f(x) = w^T\varphi(x) + b \]  

where \( w \) is a vector weight coefficient, \( \varphi(x) \) represents a vector in the corresponding high-dimensional space comprising nonlinear attributes and \( b \) is bias constant. \( w \) and \( b \) are estimated by minimizing the following optimization problem:

\[ \minimize \frac{1}{2} ||w||^2 \]  

subject to \( \{y_i - (\langle w, \varphi(x_i) \rangle + b) \leq \epsilon \} \)  

where \( \epsilon \) is a free parameter that serves as a threshold: all predictions have to be within an \( \epsilon \) range of the true predictions. Slack variables are usually added into the above to allow for errors and to allow approximation in the case the above problem is infeasible.

E. Naïve Bayes Classifier (NB)

Naïve Bayesian [18], [19] is statistical classifier assume that the attributes are conditionally independent, given the particular class label (successful quitter or unsuccessful quitter for smoking). This classifier named by class-conditional independence and based on Bayes’s Theorem. NB classifiers examine the notion of conditional probability

Let \( X \) is denote three sets of random variables. The variables in \( X \) are expressed to be conditionally independent of \( Y \), given \( Z \) if the following condition holds:

\[ P(X|Y, Z) = P(X|Z) \]  

The conditional independence between \( X \) and \( Y \) can also be written into a form that as:

This presumes that the values of the attributes are conditionally independent of one another, given the class label of the sample. Mathematically this means formula can be written as:

\[ P(X|Y, Z) = \frac{P(X,Y,Z)}{P(Z)} = P(X|Z) \times P(Y|Z) \]
where the probability \( P(x_1|c_i), P(x_2|c_i), ..., P(x_n|c_i) \) be estimated from the training set. \( x_k \) refers to the value of attribute.

\[ P(X|C_i) = \prod_{k=1}^{n} P(x_k|c_i) \]  

(12)

**F. Random Forest (RF)**

Random Forest (RF) [20] is a class ensemble tree-based method which bagging to generate subsets of the entire training set to build multiple individual decision trees as shown in Fig. 3.

**G. Evaluation Metrics**

Evaluation of the performance [21], [22] of each classification model is evaluated using measures such as accuracy, precision, recall, F-measure and receiver operating characteristic (ROC) area.

These classification measures are determined using four value, namely true positive (TP), true negative (TN), false positive (FP) and false negative (FN). Correct or incorrect classified instances predicted by the model and these counts are known as a confusion matrix for a binary classification problem which illustrated by Table I. Based on the entries in the confusion matrix, total number of (TP + TN) can interpret correct predictions and incorrect predictions built by the model is (FN + FP) respectively.

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual class</td>
<td>True Positives ( (TP) )</td>
<td>False Negatives ( (FN) )</td>
</tr>
<tr>
<td></td>
<td>False Positives ( (FP) )</td>
<td>True Negatives ( (TN) )</td>
</tr>
<tr>
<td>TP+FP</td>
<td>FN+TN</td>
<td>TP+FP+FN+TN</td>
</tr>
</tbody>
</table>

As a consideration of this provided information of confusion matrix, performance metric such as accuracy, precision, recall, F-measure and ROC area which are computed by Eq.13-16.

Accuracy is defined as the overall success rate of the classifier and is equal to the sum of \( TP \) and \( TN \) divided by total number of entries.

\[ Accuracy = \frac{TP+TN}{TP+FP+FN+TN} \]  

(13)

Precision measures the fraction of true or correctly classified point pairs compared to all the point pairs in the same class.

\[ Precision = \frac{TP}{TP+FP} \]  

(14)

Recall measures the fraction of correctly classified point pairs compared to all the point pairs in the same class.

\[ Recall = \frac{TP}{TP+FN} \]  

(15)

F-measure is harmonic mean of precision and recall.

\[ F = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall} \]  

(16)

ROC area is a probability curve and plotted with TP rate against the FP rate where TP rate is on y-axis and FP rate is on x-axis.

**III. EXPERIMENT AND RESULT**

Our workflow of the experiment was illustrated in Fig. 4.

Firstly, in the pre-processing step, we discretized for continues data based on the quartile-based method and selected the significant features in smoking cessation using chi-square test. If it equal or less than 0.05, applied into the second step for applying proposed comparing algorithms.

Secondly, we applied four classification algorithms: LR, SVM, RF and NB with 10 cross-validation method.

Then, we evaluated to compare the performances by
accuracy, precision, recall, F-measure and ROC area, and these performance measures are defined as a confusion matrix which described a difference between the actual and predicted values of variables.

A. Preprocessing

In our experiment, data-preprocessing is generated general four steps and its process summarized in Fig. 5.

The first step, we collected the sampled raw data which contains totally 60 features and the total number of study subjects were 407 women who participated in the smoking cessation program.

The second step, we investigated feature creation and quartile-based discretization method that depends on distribution for continues data through discussing with specialists of Chungbuk Tobacco Control Center. The result of this step, we generated 18 features which can be express the implementation of the program and quit smoking initiative.

The third step, all of the outliers and missing values were removed in order to find good quality of the result.

The fourth step, we analyzed the significance of each attributes with 6 months smoking cessation using a chi-square test for categorized features respectively. Significant filter feature selection based on chi-square test flowchart shown in Fig. 6.

Age, counseling frequency, exhalation carbon monoxide concentration, age at smoking initiation, duration of smoking by year and number of cigarettes smoked per day features were calculated mean and standard deviation is shown in Table II. We determined $p$ value equal or less than 0.05 to indicate strong evidence which ignores the null hypothesis as well as known considers age, registration motive, medical guarantee, medical condition, body mass index, counseling frequency, exhalation carbon monoxide concentration and age at smoking initiation which were highly correlated with smoking quitters of success rate.

Finally, after all of the steps of data pre-processing, preprocessed data has 329 instances and 8 features to forward in next classification analyze.

![Fig. 5. Data generation process.](image)

![Fig. 6. Significant feature selection based on chi-square.](image)

**Table II: Bivariate Analysis of Selected Characteristics by Smoking Status after 6 Months**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Successful quitters (%)</th>
<th>Unsuccessful quitters (%)</th>
<th>$\chi^2(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 39</td>
<td>25 (10.3)</td>
<td>218 (89.7)</td>
<td>9.759 (0.021)</td>
</tr>
<tr>
<td>40-54</td>
<td>6 (9.8)</td>
<td>55 (90.2)</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>14 (25.0)</td>
<td>42 (75.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;=65</td>
<td>5 (10.6)</td>
<td>42 (89.4)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>50 (12.3)</td>
<td>357 (87.7)</td>
<td></td>
</tr>
<tr>
<td>MasSD</td>
<td>42.64±17.033</td>
<td>39.42±18.527</td>
<td></td>
</tr>
<tr>
<td>Education†</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up to high school graduate</td>
<td>30 (10.0)</td>
<td>266 (89.9)</td>
<td>3.423 (0.064)</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>15 (17.4)</td>
<td>71 (82.6)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>45 (11.7)</td>
<td>337 (88.2)</td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manager, specialist or office worker</td>
<td>3 (17.6)</td>
<td>14 (82.4)</td>
<td>4.302 (0.331)*</td>
</tr>
<tr>
<td>Service or seller</td>
<td>24 (11.3)</td>
<td>189 (88.7)</td>
<td></td>
</tr>
<tr>
<td>Function, device machine assembly worker or farmers</td>
<td>1 (10.0)</td>
<td>9 (90.0)</td>
<td></td>
</tr>
<tr>
<td>Non economically active population (including students)</td>
<td>10 (20.4)</td>
<td>39 (79.6)</td>
<td></td>
</tr>
</tbody>
</table>
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#### Experimental Evaluation

In this section, we describe and compute the performance in machine learning algorithms by employing 10 fold cross-validation method. The results are summarized in Table III, which present that the NB classifier based on filter feature selection method achieves encouraging performances across our analyzing dataset. The best run performances are in bold for each measure.

NB classifier model outperforming in evaluation measures such as accuracy (90.2%), Precision (88.9%) Recall (90.3%) and F-measure (89.1%) respectively among the four algorithms have experimented. Especially ROC area which defined by True positive and False positive rate of predicted value in actual value evaluated by 91.1%. On the contrary, compared with among all classifiers RF performed slightly less performance for prediction accuracy (87.2%), Precision (81.4%) Recall (87.2%), F-measure (83.4%) and ROC Area (66.6%) in our experiment.

Indicating some error distributions are remarkable equal for LR and SVM. The second-lowest resulted benchmark (66.6%) in our experiment.

#### Table III

<table>
<thead>
<tr>
<th>Distribution</th>
<th>True positive rate</th>
<th>False positive rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.87</td>
<td>0.29</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.88</td>
<td>0.30</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.86</td>
<td>0.32</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.85</td>
<td>0.34</td>
</tr>
</tbody>
</table>

#### Fig. 7. Comparison of ROC area of classifiers.

— Fisher exact test
† - excluded missing value and outlier
M - Mean
SD – Standard Deviation
performance (62.8%) compare with proposed algorithms. Comparison of ROC area measurements as illustrated in Fig. 7.

<table>
<thead>
<tr>
<th></th>
<th>Logistic Regression</th>
<th>Support Vector Machine</th>
<th>Random Forest</th>
<th>Naïve Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>87.5</td>
<td>88.7</td>
<td>87.2</td>
<td>90.2</td>
</tr>
<tr>
<td>Precision (%)</td>
<td>86.5</td>
<td>86.7</td>
<td>81.4</td>
<td>88.9</td>
</tr>
<tr>
<td>Recall (%)</td>
<td>87.5</td>
<td>88.8</td>
<td>87.2</td>
<td>90.3</td>
</tr>
<tr>
<td>F-Measure (%)</td>
<td>87.0</td>
<td>87.3</td>
<td>83.4</td>
<td>89.1</td>
</tr>
<tr>
<td>ROC Area (%)</td>
<td>86.5</td>
<td>62.8</td>
<td>66.6</td>
<td>91.1</td>
</tr>
</tbody>
</table>

In sum, in terms of the given imbalanced dataset, NB dominated to perform the best model. Thus, the SVM classifier can predict it adequately in accuracy, precision, recall and F-Measure, whereas evaluating the ROC area measure by useless in our dataset.

These experimental results lead us to new directions for the prediction model for tobacco-dependent women who participated in the smoking cessation program through 6 months. Even 88.7% of smokers cannot quit unsuccessfully, our discovered significant features and model would provide to understand about this area and implement this required program more effectively.

IV. CONCLUSION AND FURTHER WORK

In this study, we collected smoking cessation program among women who controlled by Chungbuk Tobacco Control Center about 6 months. In the preprocessing step, we discovered significant features for interrupting in smoking relapse for women through analyzed by statistic hypothesis chi-square test from discretized features. We purposed also a better understanding of the factors contributing to relapse smoking could be a contribution for implementing this kind program and protect the health of the public.

Despite the fact that, we adopted machine learning algorithms such as LR, SVM, RF and NB based in filter feature selection method for designing prediction model for smoking cessation program. One of the more significant finding to emerge from this study is that represents that, NB algorithm has the best performances among all classifiers while analyzing the imbalanced dataset. This finding has gone some way towards enhancing our understanding of prediction in this area. Even, 88.7% of our analyzing objectives failed smoking cessation program while participating 6 months smoking cessation program along with several related risk factors dependence for counseling frequency and age respectively. Moreover, objectives who has a disease such as hypertension, diabetes and hyperlipidemia were also less likely to quit unsuccessfully.

Accordingly, our finding suggest a cessation program that considering these finding in setting up based on patients condition.

The generalizability of these results is subject to certain limitations. For instance, we didn’t analyze broadly to compare with other objectives and comparing more method and algorithms of machine learning yet. Further experimental investigations are remained to estimate the limited works of this study and finding associative rules, especially disease.
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