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Abstract—It is well known that understanding human facial expressions is a key component in understanding emotions and finds broad applications in the field of human-computer interaction (HCI), has been a long-standing issue. In this paper, we shed light on the utilization of a deep convolutional neural network (DCNN) for facial emotion recognition from videos using the TensorFlow machine-learning library from Google. This work was applied to ten emotions from the Amsterdam Dynamic Facial Expression Set-Bath Intensity Variations (ADFES-BIV) dataset and tested using two datasets.
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I. INTRODUCTION

Facial expressions convey emotions and provide evidence on the personalities and intentions of people’s. Studying and understanding facial expressions has been a long-standing problem. The first reported scientific research on the analysis of facial expressions can be traced back to as early as 1862 to Duchenne who wanted to determine how the muscles in the human face produce facial expressions. Charles Darwin also studied facial expressions and body gestures in mammals [1]. An influential milestone in the analysis of facial expressions was the work of Paul Ekman [2], who described a set of six basic emotions (anger, fear, disgust, happiness, sadness, and surprise) that are universal in terms of expressing, and understanding them.

Emotions are a fundamental component of being human [3]. Recognising emotions has extensive applications in the area of human-computer interaction (HCI) such as affective computing, interactive video games, human-robot interaction, and medical diagnosis [4], [5]. Emotions can be expressed through unimodal social behaviours, such as speech, facial expressions, and gestures, or bimodal behaviour such as speech and facial expressions, or they can be expressed through multimodal parameters such as audio, video and physiological signals [6].

The main part of the message is the facial expression, which constitutes 55% of the overall impression [7]. Therefore facial expressions are the key mechanism for understanding emotions [8]. In this paper, we shed light on the use of a deep convolutional neural network (DCNN) for facial emotion recognition from videos using the TensorFlow machine-learning library.

This paper is organized as follows. Section II describes the related work, Section III describes the proposed method, Section IV presents the results, and Section V presents the conclusions and future work.

II. RELATED WORK

Wingenbach et al. (2016) [9] developed and validated a set of video stimuli portraying three levels of intensity of emotional expressions, from low to high intensity. The videos were adapted from the Amsterdam Dynamic Facial Expression Set Bath Intensity Variations (ADFES-BIV) dataset, completing a facial emotion recognition task, which included six basic emotions in addition to contempt, embarrassment and pride, which were expressed at three different intensities of expression and neutral. Accuracy rates above the chance level of responding were found for all emotion categories, producing an overall raw hit rate of 69% for ADFES-BIV. The three intensity levels were validated as distinct categories, with higher accuracies and faster responses to high-intensity expressions to intermediate-intensity expressions, which had higher accuracies and faster responses than low-intensity expressions.

In [10], Sönmez (2018) challenged the classification experiment run on the ADFES-BIV dataset. The proposed automatic system uses the sparse-representation-based classifier and reaches the top performance of 80% by considering the temporal information intrinsically present in the videos.

III. THE PROPOSED METHOD

The structure of the system is shown in Fig. 1.

This work was trained on ADFES-BIV dataset. This dataset is freely available upon request for scientific research. When we downloaded it, we found that its main folder contained a subfolder named 'Practice', which was used for testing, and the remaining videos were used for training. All the videos were 1.04s only in length. The proposed system contains two phases, training and testing, for which frames were extracted from the input video; the number of frames extracted was 13 frames/s. The number of samples in the dataset was not large, rendering it inappropriate for DCNNs. To solve this problem, we considered two procedures one for the training phase and the other for the testing phase. The dataset set used in this work contains three different levels of
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During the testing phase, we downloaded another free dataset called the Warsaw Set of Emotional Facial Expression Pictures (WSEFEP), which contained 210 photographs of facial expressions. All of them were merged with the frames extracted from the 'Practice' subfolder of the ADFES-BIV dataset and used for testing to check whether our system works well.

After extracting the frames from the input video, other operations were applied to obtain the facial emotions. There are ten facial expressions: six basic facial expressions (sadness, happiness, disgust, surprise, fear and anger) in addition to neutral, pride, contempt and embarrassment. All the extracted frames were converted to grey-scale and then histogram equalization (HE) was applied. After that, the Viola-Jones (VJ) algorithm was used to detect faces in these frames, followed by cropping to determine the region of interest (in other words, cropping the detected face from the whole image), and finally all the images were resized to a uniform size. All processed images were stored automatically in a folder. More details on these steps with example images will be discussed in the following subsections.

A. Preprocessing
Here, the following steps were made:
- 13 frames/s were extracted from each input video.
- All extracted frames were converted to grey-scale as shown in Fig. 2.
- HE was applied to the frames to adjust the contrast and get an image clearer than the original one under the circumstances of different lighting conditions as shown in Fig. 3.

B. Face Detection
- Faces in the video frames are detected using VJ algorithm [11], as shown in Fig. 4.
C. Postprocessing

- The face region detected by VJ algorithm was cropped to obtain an actual face region, as shown in Fig. 5.

- All cropped frames were then resized to a uniform size, which is 70x70 pixels. This step is necessary to shorten the processing time, as shown in Fig. 6.

Fig. 5. Cropped image.

Fig. 6. Resizing the image.

Fig. 7 shows how the original video image that we started with will be after applying the preprocessing, face detection and postprocessing steps.

After the previous steps are completed, the images are stored in a folder to use them later by the DCNN. Fig. 8 shows examples of these processed images.

D. DCNN Structure

DCNNs are trained using the popular TensorFlow machine-learning library. The network consists of three convolutional layers: the first layer had 16 filters, the second layers had 32, and the last layer had 64 filters, each one with a kernel size of 5x5, all with the same padding. We added a max-pooling layer with a 2x2 filters and stride of 2 after each layer. The three convolutional layers are followed by a fully connected (FC) linear layer with 2048 neurons and rectified linear unit (ReLU) activation and 50% dropout to improve the results of the model. A second FC layer was created with 1024 neurons. Softmax activation was used to derive probabilities for a particular example on each label, one for each target class 0–9 (corresponding to the number of expressions used), with linear activation. Batch normalizations were applied after all convolutional layers and the first FC layer to be less careful about initialisation. The network was trained from scratch using stochastic gradient descent with a specific batch size, with momentum set to 0.9. For gradient descent optimization algorithms, adaptive moment estimation was used.

Throughout the training stage, the selection of the parameters was based on trial and error within a range of recommended values in previous studies. However, these recommendations were applied to different types of datasets than what used in this paper and this meant that the results obtained from the experiments were different from what was reported in the literature. The results of all experiments performed in this study were obtained by using LENOVO Laptop with the following properties and software installed:

- Processor: Intel® CoreTM i7-7700 HQ.
- CPU @ 2.8 GHz.
- RAM 16 GB.
- GPU 4GB.
- 64-bit Operating System, X64 based processor.
- Windows 10 professional.
OpenCV (2.4.8), Visual C++ under Visual Studio 2013 Integrated Development Environment (IDE), Python (3.5), Java (8) programming language under NetBeans (8.2) IDE, and TensorFlow-GPU (1.1).

TensorFlow is used to enable us to use GPU that is faster than CPU by ten times [12], the training process for 1000 epochs finished in only four hours. Other studies mentioned the time their experiments took, as in [13], while in this study the time was not explained because it depends on the properties of the hardware and software. The structure of the DCNN used in this work for the training data is shown in Fig 9.

![Fig. 9. DCNN structure.](image)

**E. Dataset Used**

Two datasets were used in this work, ADFES-BIV and WSEFEP.

ADFES-BIV is an extension of the ADFES dataset, which was first introduced by Van der Schalk et al. [14]. ADFES is acted by 12 North European subjects (five females, seven males) and 10 Mediterranean actors (five females, five males) expressing the six basic emotions plus the three complex emotions of contempt, pride and embarrassment, in addition to neutral. Wingenbach et al. [9] created the ADFES-BIV dataset by editing the 120 videos played by the 12 North European actors to add three levels of intensity. They also created three new videos, displaying the same emotion at three different degrees of intensity -low, medium and high-, for a total of 360 videos. Every tape of ADFES-BIV starts with a neutral expression and ends with the highest expressive frame. The label of the video provides information on the acted emotion as well as its level of intensity (i.e. low, medium and high).

WSEFEP dataset contains 210 high-quality photographs of genuine facial expressions of 30 individuals [15].

**IV. RESULTS**

We run a 10-classes experiment working with nine emotions plus the neutral faces; that is, our training and the test sets both contain the neutral face.

Table I shows the recognition accuracy that we obtained with each emotion for the testing phase using only the videos in the 'Practice' subfolder of the ADFES-BIV dataset.

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Recognition accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>100</td>
</tr>
<tr>
<td>Sadness</td>
<td>100</td>
</tr>
<tr>
<td>Anger</td>
<td>100</td>
</tr>
<tr>
<td>Surprise</td>
<td>100</td>
</tr>
<tr>
<td>Disgust</td>
<td>100</td>
</tr>
<tr>
<td>Fear</td>
<td>100</td>
</tr>
<tr>
<td>Neutral</td>
<td>100</td>
</tr>
<tr>
<td>Pride</td>
<td>100</td>
</tr>
<tr>
<td>Contempt</td>
<td>100</td>
</tr>
<tr>
<td>Embarrassment</td>
<td>100</td>
</tr>
</tbody>
</table>

Then WSEFEP dataset was used completely for testing by merging it with the testing frames from the first dataset used, to check if the system works well with other dataset. The total number of testing of facial frames for 10 emotions become 340, the number of correct recognized are 319 and the number of misrecognized are 21, then the recognition rate accuracy is 95.12%. Table II shows the recognition accuracy with each emotion for testing phase.

There are 21 misrecognized facial emotion images; (5) for disgust, (4) for fear, (4) for sad, (4) for surprise, and (4) for anger. Fig. 10 shows examples of misrecognized emotions. Fig. 10 A shows a disgust emotion, but misrecognized as surprise. Fig. 10 B shows a fear emotion, misrecognized as neutral. Fig. 10 C is a sad emotion, but misrecognized as disgust. Fig. 10 D is a surprise emotion, but misrecognized as
fear. Fig. 10 E is an anger emotion, but misrecognized as sad.

As shown in the table above, the accuracy of the proposed system is better than other related work. The detailed for each emotion accuracy with the related work using both the ‘Practice’ subfolder of ADFES-BIV dataset in addition to WSEFEP dataset appears in Table IV and Fig. 11.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Happiness</td>
<td>84.6</td>
<td>86</td>
<td>100</td>
</tr>
<tr>
<td>Sadness</td>
<td>79.3</td>
<td>67</td>
<td>90.7</td>
</tr>
<tr>
<td>Anger</td>
<td>74.6</td>
<td>94.6</td>
<td>90.7</td>
</tr>
<tr>
<td>Surprise</td>
<td>92.3</td>
<td>83.3</td>
<td>90.7</td>
</tr>
<tr>
<td>Disgust</td>
<td>65</td>
<td>97.3</td>
<td>88.4</td>
</tr>
<tr>
<td>Fear</td>
<td>61.6</td>
<td>61</td>
<td>90.7</td>
</tr>
<tr>
<td>Neutral</td>
<td>89</td>
<td>36</td>
<td>100</td>
</tr>
<tr>
<td>Pride</td>
<td>42.3</td>
<td>91.6</td>
<td>100</td>
</tr>
<tr>
<td>Contempt</td>
<td>35</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Embarrassment</td>
<td>64.6</td>
<td>89</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. 10. Examples of misrecognized emotions.

A comparison with the previous studies in which the ADFES-BIV dataset was used is shown in Table III. Note that, in previous studies, dedicate experiments were performed for each level of intensity for nine emotions, except the neutral class because it does not have the three levels of intensity. Therefore, we took the average of the results obtained in these studies for the three experiments after adding their result with the neutral class.

<table>
<thead>
<tr>
<th>Related work</th>
<th>Recognition accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wingenbach et al. (2016) [9]</td>
<td>68.9</td>
</tr>
<tr>
<td>Sönmez (2018) [10]</td>
<td>75.6</td>
</tr>
<tr>
<td>The proposed work using ‘Practice’ subfolder only of ADFES-BIV dataset</td>
<td>100</td>
</tr>
<tr>
<td>The proposed work using ‘Practice’ subfolder of ADFES-BIV dataset in addition to WSEFEP dataset</td>
<td>95.12</td>
</tr>
</tbody>
</table>

Table III: Comparison with the previous studies in which the ADFES-BIV dataset was used.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed an algorithm for video-based emotion recognition with no manual design of features using a DCNN. The model considered the visual modality only and achieved an excellent recognition rate for the 10 used emotions.

Future work should attempt to combine our technique with other modalities such as audio modality, including working with other datasets.
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