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Abstract—Mobile code offloading is one of the techniques that are used to migrate computation-intensive tasks of mobile applications from mobile devices to the cloud. Many offloading systems make online offloading decisions to ensure that offloading provides significant gain in battery saving and execution time. However, this offloading decision process produces a significant overhead when it is implemented in the mobile device. We call these approaches device-side approaches. In this paper, we propose a new offloading approach that shifts the offloading decision process components to the cloud. In other words, the offloading decision is made in the cloud and we call it cloud-side offloading approach. The evaluation results show that the new cloud-side’s approach saves around 20% of energy and execution time compared to the device-side approach.

Index Terms—Mobile cloud computing, offloading, cloud-side decision, execution time, energy saving.

I. INTRODUCTION

Mobile cloud computing is a new paradigm that appeared from merging cloud computing and mobility [1]. It allows the mobile users to utilize the cloud services on demand. It is envisioned that this paradigm will help overcoming the limitations of the mobile devices hardware. In [2], the authors have proposed a taxonomy of mobile cloud computing based on the key issues and how they have been tackled in research. One of the key issues is job offloading which consists of migration of jobs (data or code) that takes place from the resource constrained mobile device to the cloud.

Many research studies have explored the process of offloading computation-intensive tasks from mobile to the cloud [3]-[6]. In these works, the offloading decision process components are implemented in the mobile device. For example, in ThinkAir [3] mobile side offloading includes three profilers (hardware, software, and network) which collect the runtime data and feed them into the energy estimation model. The energy estimation model is also implemented inside the ThinkAir energy profiler in the mobile side. It is used to dynamically estimate the energy consumption of each running method. Similar to ThinkAir, many offloading systems [4]-[6] have implemented the profilers; cost prediction models and decisions engine components on the mobile side.

This kind of offloading approaches keeps the offloading decision components running during application execution to make optimal offloading decisions at runtime. However, this process of making an offloading decision produces a significant overhead on the mobile device. This overhead is costly on mobile devices in terms of battery consumption and processing resources [3]. Because the decision is made in the mobile device, we may call these approaches as device-side offloading decision approaches.

In this paper, we address the problem of the overhead of the offloading decision process on the mobile device. We propose a new approach that delegates the offloading decision to the cloud and hence reduces the offloading overhead from the mobile device. Because of the cloud capabilities, we believe that the cloud would perform the offloading in a more efficient way with lower cost.

The rest of this paper is organized as follows: In section II, we discuss related work Section III presents the system architecture. Section IV provides cost prediction models. Section V presents a cloud-side offloading algorithm. Section VI provides the evaluation of the system, followed by a discussion. Finally, we give a conclusion and future work in Section VII.

II. RELATED WORKS

The offloading of computation from mobile to the cloud has been investigated in [3]-[6]. They have implemented the offloading decision process components in the mobile device. For instance, ThinkAir [3], implements three profilers in the mobile device to collect data that is forwarded to the energy estimation model which is also located in the mobile side. These profilers and energy estimation models need to keep running to produce dynamic offloading decisions.

The client side of jade [5] includes the device and program profilers, and an optimizer that uses these profilers to make offloading decisions.

Zhou [7], implements three context profilers and a decision engine in the mobile device.

We call these approaches device-side offloading decision approaches. The offloading decision process components are implemented in the mobile device. The device-side approach produces an overhead on the mobile device in terms of battery consumption and utilizing the hardware resources such as CPU and RAM.

Our approach is different from these approaches by utilizing the cloud capability. Now we can provide more accurate offloading decisions by keeping profilers running without worrying about mobile battery consumption. Moreover, we can run more complex optimizers, which escape the mobile limitations.
III. SYSTEM DESIGN ARCHITECTURE

In this section, we present the design of our system as shown in Fig. 1. The system is divided into two sides: cloud side and mobile side. Each side has its components as follows:

![System Architecture](image)

**Fig. 1. System architecture.**

A. Cloud Side

- **Network Profiler:** this profiler tracks the connection status, in terms of upload and download throughput between the cloud and the mobile device. The network throughput is used to calculate the time of transferring data in the cost models. This profiler measures the network throughput using the received messages from the mobile that contain the tasks details. This technique will save energy compared to Maui [4] technique which sends a file of 10KB periodically from the mobile to the cloud to measure the network throughput. This technique is costly in terms of energy, especially when the size of the test file is huge. Moreover, it may increase channel congestion in large-scale implementation.

- **Software Profiler:** this profiler tracks the execution time for each task. This profiler has two main roles. The first one is conducting off-line tests (no load, i.e. background services are stopped and no other applications are running at off-line test) to collect the tasks execution times in both the mobile and in the cloud. For the mobile, the corresponding virtual machine (VM) in the cloud is used to run the off-line test. This VM has similar configurations to the mobile device. Our approach is utilizing the cloud capacity to automate off-line test process, which was manually conducted in MAUI. Then these execution times are stored in the profiling database to be used in the cost estimation models. The second role is estimating the real execution times of tasks during the online execution of the application based on the actual load. We use this gathered data to assess how much our approach is accurate in making offloading decisions that meet design goals, battery saving and low response time.

- **Mobile Profiler:** the profiler gathers mobile device information such as CPU utilization rate and battery level. For each remotable task, the profiler gets the CPU load and battery level of the mobile. This data is extracted from the mobile request message to offload the task to the cloud. Then, this data is used to calculate the cost to make offloading decisions.

- **Cloud Profiler:** this profiler collects cloud server’s CPU utilization rate. It keeps fresh value of the server CPU load to be used in the cost models. If the load exceeds a defined threshold, it either looks for another server or informs the mobile to execute the task locally. In this case, there is no need to calculate the costs, because the cost of offloading to the cloud in this case will be very high. Because of that, this will reduce the response time.

- **Cloud Manager:** based on mobile device platform information, the cloud manager creates a corresponding Virtual Machine platform with high processing power as a server in the cloud. This helps our system to be more generic and serves various types of mobile operating systems.

- **Profile Database:** to store the execution time of each task during off-line test. The off-line test had been done in both the mobile and the cloud. This will give values that are more real because task-processing time is non-deterministic. The off-line test is done with the assumption that no other loads on the processor. This means no other applications or background services are running during the test. The stored execution time is used in the cost models to calculate the current execution time of the task under the current CPU load.

- **Cost Predictor:** The runtime data that was collected by the profilers is used here to calculate the total execution cost of the remotable tasks in both the mobile device and the cloud. Then, the costs will be forwarded to the decision engine to make offloading decision.

- **Decision Engine:** this engine gets the costs from the cost prediction models and makes a decision to offload the execution of the task or not. The decision is made based on the minimum cost that will reduce the execution time and battery consumption. The decision is send back to the mobile. It is either to offload the task and to send the user input data to the cloud, or to execute the task locally in the mobile.

B. Mobile Side

- **Controller:** This controller fetches the mobile battery level and CPU utilization rate and forwards them to the cloud. It maintains the connection to the cloud. It also controls the execution of the tasks in both mobile and cloud. This approach implements one controller for all applications, which use this scheme.

C. Fault Tolerance Techniques

One of the main challenges that face distributed systems is fault tolerance. Detecting the system failure and responding to that failure impacts the entire system efficiency. We assume the cloud is available based on the cloud computing definition [3]. Then, the main reason of faults is related to communication link’s issues such as network delays. Our approach uses the timeout technique to detect the failure.

When the decision is made to offload the task to the cloud, the mobile controller sets a timer to the expected completion time of the task. If the timer expires before results get back, the task will be rolled back and executed locally on the mobile. Another technique, when the mobile loses the connection to the cloud server after offloading the task, the task will be reassigned back to the mobile. These techniques will save waiting time and energy.

D. Multi-Platforms Support

The heterogeneity of mobile platforms constitutes a
challenge for mobile code offloading approaches. The previous offloading systems are platform dependent. For example Jade [5] was built for Android users, and Maui [4] was built for Windows mobile platforms. Our approach uses the cloud services [8] to address this issue. The cloud was built for Windows mobile platforms. Our approach uses
example Jade [5] was built for Android users, and Maui [4] previous offloading systems are platform dependent. For
challenge for mobile code offloading approaches. The

IV. COST PREDICTION MODELS
A. Problem Formulation
The aim of this paper is to find the optimal offloading decision that will minimize the execution time and battery consumption using runtime data. This optimization objective is similar to objectives in [7], [9], and [10]. Table I shows the descriptions of notations which are used in the cost models.

<table>
<thead>
<tr>
<th>Table I: Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notation</td>
</tr>
<tr>
<td>level</td>
</tr>
<tr>
<td>BS</td>
</tr>
<tr>
<td>EC(T)_m</td>
</tr>
<tr>
<td>EC(T)_c</td>
</tr>
<tr>
<td>ET(T)_m</td>
</tr>
<tr>
<td>ET(T)_stored</td>
</tr>
<tr>
<td>mload</td>
</tr>
<tr>
<td>B(T)_m</td>
</tr>
<tr>
<td>B(T)_proc</td>
</tr>
<tr>
<td>B(T)_scr</td>
</tr>
<tr>
<td>BCU_process</td>
</tr>
<tr>
<td>BCU_material</td>
</tr>
<tr>
<td>t(T)_trans</td>
</tr>
<tr>
<td>t(T)_proc</td>
</tr>
<tr>
<td>Data(T)</td>
</tr>
<tr>
<td>Result_size(T)</td>
</tr>
<tr>
<td>uTP</td>
</tr>
<tr>
<td>RT(T)_c</td>
</tr>
<tr>
<td>cLoad</td>
</tr>
<tr>
<td>BC(T)_c</td>
</tr>
<tr>
<td>BC(T)_wait</td>
</tr>
</tbody>
</table>

The system uses offloading at task level [11]. The task is defined as a consecutive statement segment. For example, C++ program, which consists of functions, the task, will be defined as a function. We assume tasks are being offloaded to be independent. For each task T that is annotated to be executed on the cloud, the system finds the execution cost in the mobile EC(T)_m and the execution cost EC(T)_c at the cloud. The proposed normalized expressions for estimating the costs are given by:

\[ EC(T)_m = (1 - BS) \frac{ET(T)_m}{ET(T)_m + ET(T)_c} + BS \frac{BC(T)_m}{BC(T)_m + BC(T)_c} \]  

(1)

\[ EC(T)_c = (1 - BS) \frac{ET(T)_c}{ET(T)_m + ET(T)_c} + BS \frac{BC(T)_c}{BC(T)_m + BC(T)_c} \]  

(2)

where \( ET(T)_m \) defines the execution time of task T in the mobile. \( ET(T)_c \) is the execution time of task T in the cloud. \( BC(T)_m \) indicates the battery consumption of the task T in the mobile. \( BC(T)_c \) indicates the battery consumption of task T in the cloud. \( BS \) indicates the importance of the battery consumption to device performance. It is set to be inversely proportional to the battery level. In [7] and [12], the authors proposed \( BS \) as a static value (0.5), which in reality should be dynamic to take into consideration the battery level. In our approach, we make \( BS \) dynamic which is more realistic to reflect the effect of the battery consumption on the mobile performance based on the battery level.

\[ BS = \frac{100 - \text{level}}{100} \]  

(3)

B. Mobile Execution Cost Prediction
To find the mobile execution cost, we retrieve the task execution time from the profiling database. The application was tested offline by the Software Profiler and its execution time was stored in the profiling database. Thus, the current mobile execution time \( ET(T)_m \) of task T is given by dividing the execution time stored in the database \( ET(T)_m \text{stored} \) by 1 minus the CPU load of the mobile.

\[ ET(T)_m = ET(T)_{m \text{stored}} / (1 - mload) \]  

(4)

The prediction of the battery consumption on the mobile device when the task T is executed locally is as follows:

\[ BC(T)_m = B(T)_{\text{proc}} + B(T)_{\text{scr}} \]  

(5)

where \( B(T)_{\text{proc}} \) defines the battery consumed by the processor, and \( B(T)_{\text{scr}} \) the battery consumed by the mobile screen during the time of executing task T locally on the mobile. PowerTutor [13] shows that the \( B(T)_{\text{scr}} \) stays constant as the screen is ON. This means that \( BC(T)_m \) depends mainly on the battery consumed by processing T. The mobile has different battery consumption rates at different states [14]. We define different battery consumption per unit of time (BCU) at different mobile states. We define \( BCU_{\text{process}} \) as the battery consumption per unit of time during mobile computation; and \( BCU_{\text{transfer}} \) defines the battery consumption per unit of time while the mobile is transferring data. Therefore, the battery consumption of task T in the mobile is defined as the execution time multiplied by the battery consumption per unit of time as the following formula shows.

\[ BC(T)_m = BCU_{\text{process}} \times ET(T)_m \]  

(6)

The total execution cost of T in the mobile is defined by substituting equations (4) and (6) in equation (1).

C. Cloud Execution Cost Prediction
At the same time of calculating the mobile cost, the system also computes the execution cost of the task T, if it is offloaded to the cloud. We start with the response time
prediction:  
\[ RT(T)_c = t(T)_{tr} + t(T)_{pro} \]  
(7)

where \( t(T)_{tr} \) indicates the transmission time of the task \( T \) and \( t(T)_{pro} \) defines the processing time for \( T \) in the cloud.

\[ t(T)_{tr} = \frac{Data(T)}{uTP} + \frac{Result\_size(T)}{dTP} \]  
(8)

where \( Data(T) \) defines the task data size that will be transferred from the mobile to the cloud. \( Result\_size(T) \) indicates the task result size after processing. \( uTP \) is the average uploading throughput and \( dTP \) is the average downloading throughput of the wireless connection. Note that in our approach we do not transfer the task code because we assume that apps codes are already in the cloud. This approach will reduce the offloading network communication time.

Now, the processing time of the current task in the cloud is calculated as follows:

\[ t(T)_{pro} = t(T)_{pro\_stored} / (1 - cLoad) \]  
(9)

where \( t(T)_{pro\_stored} \) indicates the task processing time retrieved from the database, and \( cLoad \) represents the usage percentage of the CPU of the cloud server. The \( cLoad \) value is received from the cloud profiler. Based on this information the corresponding stored processing time of the task is divided by 1 minus the CPU load of the server.

From (7), (8) and (9) the response time of the task in the cloud will be as follows:

\[ RT(T)_c = \frac{Data(T)}{uTP} + \frac{Result\_size(T)}{dTP} + (t(T)_{pro\_stored} / (1 - cLoad)) \]  
(10)

The battery consumption of task \( T \) when offloading to the cloud depends on the battery consumed to send/receive \( T \) to/from the cloud. This is expressed as:

\[ BC(T)_c = BC(T)_{tr} \]  
(11)

As we defined \( BCU_{transfer} \) to be the amount of battery consumption per unit of time at transferring state, therefore, the battery consumed during transmitting and receiving the data and the results of \( T \) will be:

\[ BC(T)_{tr} = BCU_{transfer} \times t(T)_{tr} \]  
(12)

V. CLOUD-SIDE OFFLOADING ALGORITHM

When the user starts running the application, at initialization phase, the mobile contacts the cloud and sends its details (mobile ID, platform type, version, Apps ID). The cloud creates the corresponding Virtual Machine (VM), for each remotable task in the corresponding Apps ID; the mobile controller sends the task’s details (Apps ID, input data size, battery level, mobile CPU load) to the cloud. The cloud estimates the network throughput using the Round Trip Time (RTT). The cloud sends ICMP massages (ping) to the mobile after receiving mobile’s request. The cost models in the cloud get their values from the profilers and the database. These cost models parameters are used to calculate the cost of executing the task in the mobile and the cloud in terms of execution time and battery consumption. The decision engine makes the offloading decision based on the proposed cost model. If the decision is made to offload the task to the cloud, the mobile only sends the user input data as the task code is already in the cloud. Otherwise, the task is executed locally in the mobile.

Algorithm 1 Cloud-side offloading Algorithm

With regard to energy saving, Fig. 3 shows that the cloud-
side approach saves around 20% of the total energy consumption. This saving is related to moving the overhead of the offloading decision making to the cloud side. Similar to the device-side approach, our approach controls the communication cost between the mobile and the cloud. For example, our approach makes the decision without the need to transfer the user input data. It uses only the size of the input data in the cost models.

![Fig. 3. Comparing total energy consumption between device-side and cloud-side approaches.](image)

VII. CONCLUSION

The cloud can be used to overcome mobile devices limitations. This paradigm is called mobile cloud computing. Moving the computation of intensive tasks from a mobile to the cloud is known as offloading. The common offloading approach is making an online offloading decision in the mobile device. This approach incurs an overhead on the mobile device in terms of battery and processing resources in order to make effective offloading decisions. We propose a new approach for code offloading in mobile cloud computing. The approach is cloud-side offloading in contrast with other approaches, which are device-side based. Our approach is shifting the overhead of the offloading decision process to the cloud. The decision result gets back to the mobile either to offload the task to the cloud or to execute it locally. The evaluation results show significant reduction (around 20%) in the total task execution time and energy consumption. As future work, we plan to improve the approach by adding new optimization techniques using the power of the cloud. These techniques would produce a significant reduction in the execution time and energy consumption.
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