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Abstract—Data mining is the automatic process to find from data interesting and useful patterns for specific tasks such as predicting future data or classifying label or group of the new data items. Many data mining algorithms successfully applied to several real-life data are in a tree group. Among the tree-based algorithms, decision tree is the most popular and renowned one for its high accuracy on classifying data in general cases in several real-life data are in a tree group. Among the tree-based algorithms, decision tree is the most popular and renowned one for its high accuracy on classifying data in general cases in which data in each class are quite equally distributed. But many datasets in real applications are imbalanced; amount of data in some group outnumber those in other group. Such uneven distribution among classes is a main reason why classification accuracy is not excellent even when using decision tree algorithm. Inefficiency is due to the case that in the tree growing phase, the algorithm tends to favor the majority data and ignores the minority data to be incorrectly classified. In the past many researchers try to solve this data imbalanced problem with many ways like over-sampling, under-sampling, cost-sensitive classification, or even ensemble of cost-sensitive decision tree. In this paper, we introduce a simplified method of learning classification and regression tree (CART) with resampling technique for classifying imbalanced datasets. We compare our proposed method with other methods based on several metrics including the precision on classifying the minority data as opposed to the classification on majority data, the overall accuracy regardless of minority nor majority classes, and the Matthews Correlation Coefficient (MCC). The use of MCC is suitable for imbalanced data because it takes into account all four classifying metrics: true positive, true negative, false positive, and false negative. The performance of our proposed method to combine resampling with CART is satisfied based on the MCC metric. From all five experimental imbalanced datasets, our method performs the best.

Index Terms—Classification and regression tree, CART, resampling technique, imbalanced data, matthews coefficient correlation.

I. INTRODUCTION

Data mining is a kind of data-oriented discovery science to find the patterns, important indexes or relationships from the existing databases [1]. There are many types of data mining tasks such as data classification, association rule mining, clustering, and forecasting. Among numerous potential tasks of knowledge discovery, data classification is the majority of data mining task that has been widely applied in many real applications and it is also the main mining task of our focus. We especially aim at studying a classification problem of accurately partitioning and predicting data with imbalanced distribution among classes. This is called learning from imbalanced data [2], [3]. Typically, imbalanced data classification refers to a class of classification problems where the class distributions are not represented equally [2]. For example, suppose we have a 2-class (or binary) classification problem with 100 data instances (or rows) in total. Among these, 80 instances are labeled with class $a$, while the remaining 20 instances are labeled with class $b$. This is an example of imbalanced dataset and the ratio of data instances in class $a$ to those in class $b$ is 80:20, or the imbalanced ratio equals 4:1.

To deal with class imbalance, the most intuitive solution is to rebalance data with either under sampling the majority data, or over sampling data in the minority class [4], [5]. In this work, we are interested in balancing data with the bootstrapping method using resampling technique.

Our specific emphasis is on balancing data for a tree-based learning method. Tree learning is widely accepted for its easy interpretation nature. There exist several research trying to improve accuracy of tree-based learning over imbalanced data such as the work of Bartosz Krawczyk and teammates [6]. Their research introduced cost-sensitive decision tree ensembles for effective classification of imbalanced data. They tried to improve decision tree accuracy by assigning different weight to data in different imbalanced ratios.

Efficient learning from imbalanced data is still a challenging problem because imbalance is common in many applications [7]-[9]. Most classification datasets do not have exactly equal number of instances in each class, but a small difference often does not matter. There are, however, problems where a class imbalance is not just ignorance; it is the main concern of the application. For example, in commerce datasets like those that characterize fraudulent transactions are imbalanced. The vast majority of the transactions will be in the “Not-Fraud” class and a very small but important minority will be in the “Fraud” class.

We focus our concern regarding imbalanced data with the classification and regression tree (CART) method. Our special interest in CART algorithm is because this algorithm can classify all types of target data including both categorical and numeric. This algorithm has also been reported by many researchers that it yields good results. In medical domain [10], this algorithm can help efficient diagnosis based on patients’ symptom. In economy [11], CART algorithm can help deciding the way to manage business plans. Also in environmental application [12], this algorithm can help to predict rainfall and groundwater level.
II. BACKGROUND THEORIES

A. Classification and Regression Tree

Classification and regression tree, or CART, is a classification method that builds a model from historical data. CART was firstly developed by Breiman, Freidman, Olshen and Stone in 1984 [13]. A CART tree is a binary decision tree that in that constructs a tree by splitting a node in half repeatedly resulting in two child nodes for each split. Tree construction begins with the root node that contains the whole learning samples. If data in the node are of mixing classes, that node has to be split. Splitting strategy is that the algorithm will search for all possible variables and all possible values in order to find the best split such that data in child nodes are of maximum homogeneity, or sometimes called purity.

The key idea of CART is recursive partitioning. The process of CART begins by taking all data for the consideration of all possible values of all variables for growing a tree. So it will select on variable or value that produces the best separation in the target attribute. If the value in focus is lower than the value at the separate point, that value will be placed on the left side of tree. For the value greater than or equal to the value at separate point, it will be sent to right side of tree like, as shown by example on Fig. 1. The tree will repeat this splitting process until it cannot find another best separate point the give the increase purity greater than the last separate point. The pseudocode of this tree growing process is illustrated in Fig. 2.

![Example CART model](image)

**Fig. 1. Example CART model.**

**Fig. 2. The pseudocode of classification and regression tree.**

The index that used for checking the best separate point in the pseudocode is Gini index that can be computed as in equation (1). Gini is a measure of impurity computed by counting the frequency of events that how often a randomly chosen data instance is wrongly labeled, given that that instance is to be randomly labeled based on distribution of class labels. For a binary classification with class positive and negative, \( p_{pos} \) is the probability that data instance in class positive being chosen, and \( (1-p_{pos}) \) is the probability that that instance is incorrectly labeled as negative. The other term can be interpreted in the same way with the class label negative, instead of positive.

\[
\text{Gini} = p_{pos}(1-p_{pos}) + p_{neg}(1-p_{neg}) 
\]

B. Resampling

Bootstrap is a general purpose resampling technique for obtaining estimates of properties of statistical estimators without making assumptions about the distribution of the data [14]. This resampling method is often used to find (1) standard errors of estimates, (2) confidence intervals for unknown parameters, or (3) \( p \) values for test statistics under a null hypothesis. Suppose \( Y \) has a cumulative distribution function, then \( F(y) = P(Y \leq y) \). If we have a sample of size \( n \) from \( F(y) \), \( Y_1, Y_2, \ldots, Y_n \), then the steps in computing resamples are as follows:

- Step 1. Repeatedly simulate sample of size \( n \) from \( F \).
- Step 2. Compute statistic of interest.
- Step 3. Study behavior of statistic over \( B \) repetitions. Pretend that \( F_n(y) \) is the original distribution of \( F(y) \), sampling from \( F_n(y) \) is thus equivalent to sampling with replacement from originally observed \( Y_1, \ldots, Y_n \).

**TABLE I: CONFUSION MATRIX FOR TWO CLASS CLASSIFICATION**

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

C. Classification Performance Evaluation

To evaluate each classification technique, we use the accuracy metric for assessing their overall performance. The computation of this metric is based on the values in confusion matrix [15] as shown in Table I and accuracy can compute as in equation (2).

\[
\text{Accuracy} = \frac{(TP + TN)}{(TP + FP + FN + TN)} 
\]

where:

- \( TP \) is the number of actual data from positive class and the model can correctly predict that data to be in a positive class,
- \( TN \) is the number of actual data from negative class and the model can correctly predict that data to be in a negative class,
- \( FP \) is the number of actual data from negative class but the model incorrectly predicts that data to be in a positive class,
- \( FN \) is the number of actual data from positive class but the model predicts that the data incorrectly as in a negative class.

In our experiments, we also evaluate classification by class. This measurement is called precision and its computation is in equation (3). For the case of classifying data with imbalanced distribution among classes, many researchers [16], [17] use...
Matthews Correlation Coefficient (MCC) as an effective metric for fair comparison because the MCC computes performance based on all values in the confusion matrix. MCC computation is shown in equation (4).

$$\text{Precision}_{\text{positive}} = \frac{TP}{TP + FP}$$

$$\text{Precision}_{\text{negative}} = \frac{TN}{TN + FN}$$

$$\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

III. MATERIALS AND EXPERIMENTATION

A. Datasets and Methods

In this research, we use standard imbalanced datasets that publicly available for download from KEEL Repository [18]. The five datasets and their details are summarized in Table II. All datasets are two classes. We show class distribution as proportion of data instances in minority class to those in the majority class. The imbalanced ratios (IR) are computed as the fraction of instances in majority to instances in minority class. IR equals to 1 means the data are well balance. The higher IR infers the more imbalanced situation among classes.

Our research methodology is that firstly classifying the selected datasets using the tree-based algorithms including decision tree induction, CART, AdaBoost, and bagging of decision trees. Then perform on the same datasets our proposed method of decision tree learning using CART with the applied resampling technique.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Features</th>
<th>Objects</th>
<th>No. Classes</th>
<th>Class distribution</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>8</td>
<td>768</td>
<td>2</td>
<td>268:500</td>
<td>1.87</td>
</tr>
<tr>
<td>Yeast</td>
<td>8</td>
<td>1484</td>
<td>2</td>
<td>429:1055</td>
<td>2.46</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18</td>
<td>846</td>
<td>2</td>
<td>199:647</td>
<td>3.25</td>
</tr>
<tr>
<td>Segment</td>
<td>19</td>
<td>2308</td>
<td>2</td>
<td>329:1979</td>
<td>6.02</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>10</td>
<td>5472</td>
<td>2</td>
<td>559:4913</td>
<td>8.79</td>
</tr>
</tbody>
</table>

B. Experimental Setup

To test the performance of the proposed method (CART + resampling), we compare it against the other four techniques (decision tree, CART, AdaBoost, and Bagging). Comparative performance metrics are precision by class, overall accuracy, and MCC. These metrics are computed from the confusion matrix that to be obtained by running a classifier model ten times using the 10-fold cross validation method, which is conceptually shown in Fig. 3. We use 10-folds cross validation because we want to fairly compare the models using every data instance as train and test data in every model comparison. To apply 10-fold cross validation, we have to separate our dataset into 10 parts and repeat the experiment 10 times. At round one, we use parts 1-9 as training set and use part 10 as test set. Then in round two, we use parts 1-8 and 10 as training set and use part 9 as test set. We repeatedly do it in such manner 10 times and average, precision, accuracy, and MCC values from that 10 rounds to compare performance of each classification technique.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

To observe classification performance of the proposed CART + resampling method on imbalanced data, we firstly analyze its precision on classifying minority cases as compared to the classification on the majority cases. The results are shown in Fig. 4. It can be noticed from the results that resampling can help improving classifying data in the minority class as well as yielding good precision on the majority class. It is true in almost all datasets, except the segment dataset that even though resampling can improve the precision of classifying majority cases, the precision on classifying minority cases is still low, comparative to the bagging technique. From observing precision on predicting minority and majority classes, we can conclude that CART + resampling performs well on four out of five datasets.
We then check the overall accuracy performance of the CART + resampling method. The results are summarized and illustrated in Table III. The graphical comparison is also shown in Fig. 5. By ignoring importance of minority versus majority and just evaluate the overall predictive accuracy, we find that our proposed method performs almost the best in every dataset, except in the page-blocks dataset that bagging method is a little bit better with insignificant difference.

To take into account both precision on predicting minority and majority classes as well as penalty on misclassification, we compare the models’ performance with the MCC metric. The results are illustrated in Table IV and graphically shown in Fig. 6. When consider both correct and incorrect classification cases, we can now clearly see the power of CART + resampling method as it performs the best in every dataset.

### Table III: Overall Accuracy for Each Classification Technique on Different Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Decision Tree</th>
<th>CART</th>
<th>AdaBoost</th>
<th>Bagging</th>
<th>CART + Resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>73.8281</td>
<td>75.3906</td>
<td>74.349</td>
<td>75.2604</td>
<td>78.5156</td>
</tr>
<tr>
<td>Yeast</td>
<td>75.2022</td>
<td>75.7412</td>
<td>74.3935</td>
<td>76.5499</td>
<td>80.6604</td>
</tr>
<tr>
<td>Vehicle</td>
<td>93.2624</td>
<td>93.1442</td>
<td>89.8345</td>
<td>94.3262</td>
<td>95.3901</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>97.2222</td>
<td>97.1491</td>
<td>94.3896</td>
<td>97.6608</td>
<td>97.6425</td>
</tr>
</tbody>
</table>

### Table IV: Matthews Correlation Coefficients for Each Classifier on Each Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Decision Tree</th>
<th>CART</th>
<th>AdaBoost</th>
<th>Bagging</th>
<th>CART + Resampling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>0.417</td>
<td>0.444</td>
<td>0.417</td>
<td>0.441</td>
<td>0.566</td>
</tr>
<tr>
<td>Yeast</td>
<td>0.360</td>
<td>0.379</td>
<td>0.360</td>
<td>0.391</td>
<td>0.507</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.815</td>
<td>0.817</td>
<td>0.704</td>
<td>0.847</td>
<td>0.866</td>
</tr>
<tr>
<td>Segment</td>
<td>0.964</td>
<td><strong>0.979</strong></td>
<td>0.975</td>
<td><strong>0.979</strong></td>
<td>0.979</td>
</tr>
<tr>
<td>Page-blocks</td>
<td>0.847</td>
<td>0.841</td>
<td>0.660</td>
<td>0.870</td>
<td>0.871</td>
</tr>
</tbody>
</table>

### V. Conclusion

To improve the performance of imbalanced data classification using tree learning algorithms, we can apply the method or technique to improve accuracy by resample the datasets. For classifying categorical and numerical data, classification and regression tree (CART) algorithm is renowned for better classifying imbalanced data than normal decision tree. We propose in this work that we can further improve the performance of CART by handling the imbalanced data through the resampling technique.

The experimental results show that our proposed technique can help improving classification performance when several measurements including precision by class, overall accuracy, and Matthews Correlation Coefficient (MCC). The MCC metric is the most discriminative measurement confirming the power of resampling when applied to the CART algorithm. This method has been proven work well on datasets with numerous imbalanced ratios (IR); in our experiments the IR ranges from 1.87 up to 8.79. We notice that the CART + resampling is extremely powerful when IR is lower than 4.

For future work, we plan to further our investigation that how much data is enough to effectively represent the whole dataset. Such knowledge can facilitate our application of bootstrapping for under-sampling and over-sampling as well.
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