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Abstract—A top priority in any business is a constant need to increase revenue and profitability. One of the causes for a decrease in profits is when current customers stop transacting. When a customer leaves or churns from a business, the opportunity for potential sales or cross selling is lost. If a customer leaves the business without any form of advice, the company may find it hard to respond and take corrective action. Ideally companies should adopt a proactive and identify potential churners prior to them leaving. Customer retention strategies have been noted to be less costly than attracting new customers. Through data available within the Point of Sales (POS) systems, customer transactions may be extracted and their buying patterns may be analysed. This paper demonstrates how through transactional data features are created and may be identified as significant to predict churn within the retail industry. The data provided within this paper pertains to a local supermarket. Therefore, the churners identified and results attained are based on real scenarios. The novelty of this paper is the concept of implementing deep learning algorithms. Convolution Neural Networks and Restricted Boltzmann Machine are the selected deep learning techniques. The Restricted Boltzmann Machine attained the best results that of 83% in predicting customer churn.

Index Terms—Customer churn, deep learning, retail grocery industry.

I. INTRODUCTION

Customer retention is a critical problem which is encountered across various industries. Common reasons as to why customers churn include: Competition are offering similar products at cheaper prices; Word of mouth or negative marketing through social media; Competition might have better customer service or customers might have relocated. Research [1] indicates that the cost of retaining a customer is less than attracting new ones. This is due to marketing costs required to appeal to new customers. For this reason, together with the increase of competition it have become pivotal that the current customers base is retained. Normally, customers churn gradually and not abruptly. This means that by analysing customers historic buying patterns one can adopt a proactive approach in predicting churn. Since all transactions are inserted through POS and stored in databases, understanding customers’ needs and patterns is possible as data is accessible. According to [2], executives are dedicating marketing budgets to focus on customer retention campaigns. Various models designed to predict churn focus on statistical and renowned machine learning algorithms including Random Forest and Logistic Regression. This paper focuses on two aspects when predicting churn within the grocery retail industry. The first is based on the features which will be passed on to the model. Instead of using customers buying trends to cluster the individuals, these values will be created as features and are passed to the model. Therefore, for each customer various features are created to allow the model to learn and identify patterns per individual. For this reason, two datasets are created to test and evaluate how data should be represented to predict churn. The second aspect is the implementation of the algorithms. The novelty of this study is the use of deep learning to predict churn within the grocery industry. To our knowledge, this is the first study which implements deep learning within this industry. The strength of using deep learning is that it can reveal hidden patterns within the available dataset.

II. BACKGROUND AND LITERATURE REVIEW

Customers are being placed at the forefront of the business and have become the dominating factor. With this in mind, businesses need to provide customers with incentives so as to reduce the probability of them moving to competitors. A small negative interaction with a customer, might mean that the customer might churn [2]. An important aspect within the business is to have a good understanding of customers’ needs, whereby holistic views of their patterns may be analysed. When customers are satisfied with the service or products, customer loyalty increases [3]. Authors [4], further discuss that revenues and margins will increase if customers are retained when compared to the cost of attracting new customers. Applying statistical techniques and machine learning algorithms on available data may guide companies in identifying hidden trends and customer behavioural patterns. Implementing data mining techniques to predict churn may give companies a competitive edge in improving the relationship with customers. Using customer churn models which correctly classify churn, companies have added value. These include increase in profitability and reduce churn [5].

A. Definition of Churn

Churn is a term used within the marketing field to indicate that a customer has moved to a competitor or has stopped transacting. Churn may be defined as customers who have a high probability to stop transacting with the company [1] or as described by [6]: churn may be identified when a customer’s purchasing value falls beneath a threshold across a predefined
Novel techniques are defined. Restricted Boltzmann Machines is a bi-directional approach. The nodes within each layer are not connected. Through the weights and biases passed through the layers, important features and the probability can be improved by increasing the number of hidden units. The approach adopted to train the model are two, the generative approach or the discriminative approach. The former focuses on improving the likelihood function for a joint distribution, whilst the second is a conditional distribution. The ClassRBM, may be used as a standalone classifier or in conjunction with other models [11].

B. Convolution Neural Network - CNN

CNN have shown excellent performance results in image classification and object recognition [8]. The architecture of a CNN is compiled of layers whereby the input of one layer is the output of the next layer. Multiple feature maps are required which will compute a smaller output than the input but will have the same depth. The input is passed to the convolution layer containing an activation function. Following this, the output of this layer is sent to a max pooling layer [9] discusses that this layer creates a smaller and concise feature map of the input. Next, is a fully connected layer whereby all nodes from the max pooling layer are connected to the neurons within this layer. The number of fully connected layers differs on the depth of the data. The output from this layer is the classification result for the image. Similar to neural networks, backward and forward passes are used to train the algorithm [10]. Following this, through back propagation, the loss function is computed as seen in (1).

\[
E_{total} = \sum \frac{1}{2} \ (target \ - \ Output)^2 \quad (1)
\]

A learning rate is identified whereby the weight which has created this loss is updated accordingly. Defining the learning rate is important as the higher the rate the quicker the model converges. On the other hand, care needs to be taken as if the value is too high, the optimal point will not be reached.

C. Restricted Boltzmann Machine

Restricted Boltzmann Machine (RBM) are a stochastic neural network, whereby the algorithm is used to identify patterns within data [11]. A RBM consists of three layers, the visible layer, hidden layer and output layer. When seen as a graph, it is a depicted as a bipartite graph. Each node within the visible layer is connected to each node within the hidden layer [12]. The restriction of RBM is that the nodes within each layer are not connected [13]. Through the weights and biases passed through the layers, important features and patterns are defined. Restricted Boltzmann Machines is a novel technique for classification problems [14] designed a model using RBM as a supervised classification model named ClassRBM. Similar to RBM structure, this is a three-layer model. The first layer is the visible layer containing inputs; the second layer is a hidden layer with hidden units, and the third is the binary output. The advantage of this as discussed by [15] is that it can represent any distribution over binary vectors and the probability can be improved by increasing the number of hidden units. The approach adopted to train the model are two, the generative approach or the discriminative approach. The former focuses on improving the likelihood function for a joint distribution, whilst the second is a conditional distribution. The ClassRBM, may be used as a standalone classifier or in conjunction with other models [11].

III. METHODOLOGY

A. Extract Transform and Load

The data collection was a task in itself, as for the results to be realistic actual data was required. Various local supermarkets were contacted to examine the possibility to use their data. After various attempts, a supermarket responded and provided data for research purposes. Applying the Kimball methodology, the data available traverses through a process of Extract Transform and Load (ETL).

1) Extract

Once the available data has been cleaned from any anomalies, the data available may be extracted from the database and placed into the data warehouse. This is done by executing scripts which are used to extract the data from the source database. The scripts designed are for the fact table and dimensions. The fact table contains a denormalised form of data, whereby the transactional data together with the customer id and stock id are stored. As for the dimensions, separate scripts are available to extract the descriptive aspect.

2) Transform

Within this process, rules and aggregations are created. Counts for customers frequency and number of receipts are pre-calculated so that on reading data counts are pre-aggregated. So as to abide to data protection, the process eliminates customer names, stock brand, category and department descriptions from the dataset.

3) Load

Following the data transformation, data is loaded into a data warehouse which include three dimensions and one fact table. This include the Customer and Stock dimensions which have primary keys and indexes set up. The fact table contains the IDs for the stock, customer and time together with the sales quantity and sales value.

B. Parameter Selection

Having transformed and analysed the data as discussed in the previous section, the next exercise requires the formation of parameters which will be passed to the selected algorithms. Keeping in mind the objective of the project, the parameters created revolve around the customers buying trends. Two datasets are created based on the Recency, Frequency and Monetary (RFM) values. Recency represents the last time the customer has transacted with the supermarket, the number of times a customer has frequented the supermarket is defined as Frequency and the value spent at the supermarket is identified as Monetary. The first dataset is based on four months of historic RFM data whilst the second dataset includes 11 months of historic data.

C. Churn Defined for the Model

As defined by researchers [1] and [6], customer churn may be seen from two perspectives: the first is a slow churner, whereby the customer frequency and monetary values decreases over time. The second form is when the customer stops frequenting the supermarket. For the purpose of this
research, the later definition will be taken into consideration. So as to identify churners, the dataset is divided into two-time frames or time-windows. The first window is the predictive window which identifies active customers. Activity is defined by the customers having transactions within this period. Customers which have activity within the first window are tagged as non-churners, whilst the remaining customers are marked as churners. The latter are eliminated from the analysis as they have already churned. The next window, the churn assessment window, classifies the remaining customers as a churner or non-churner. If customers transact in this window which identifies active customers. Activity is defined by the customers having transactions within this period. Customers which have activity within the first window are tagged as non-churners, whilst the remaining customers are marked as churners. The latter are eliminated from the analysis as they have already churned. The next window, the churn assessment window, classifies the remaining customers as a churner or non-churner. If customers transact in this period they are non-churners, whilst if no transactions are seen then they are churners.

D. Implementation

Two deep learning algorithms are implemented on the discussed datasets to identify whether the overall accuracy is dependent on the volume of historic data. To abstain the model from over fitting or to avoid creating a bias to a majority class, the dataset is balanced having the same number of examples available for both classes. Furthermore, outliers are removed from the dataset prior to dividing the dataset into training and testing. The apportionment for this is by randomly dividing the dataset into 75:25 respectively.

a) Convolution neural networks

A pre-requisite to the CNN inputs is that features are placed into a matrix. Therefore, the class label and features of the training and testing dataset are placed into two separate matrices. Prior to placing them into the matrix, the features are normalised and transposed. The first dataset contains 16 features, therefore a 4 by 4 input matrix is designed.

The network consists of one convolution network having a 3 by 3 kernel. The sigmoid function is the selected activation function as the outputs are binary values. The next layer is the sum pooling layer, whereby the sum of inputs is taken. The objective of this level is to control over fitting by reducing the spatial size of the input.

A kernel of 2 by 2 with a stride of 1 by 1 which defines how the patch slides towards the left, right, up or downwards of the matrix. Following this, to ensure that over fitting does not occur, a drop out of 0.1 is used. Following this, two fully connected networks are used, whereby the first network has 5 hidden layers, sigmoid activation function and a drop out of 0.1. This is followed by the second fully connected network which has three hidden layers.

The parameters passed to the CNN are seen in Table I. The number of iterations to train the model is of 30, this number is selected so that the model will not over-train on the dataset. The batch size is set to 100 which indicates the 'wiggle' or 'jump' between parameters. The learning rate at which the model is trained is set to 0.00625 and momentum of 0.9. These values are used as having a high learning rate might result in the system moving around and getting stuck in the local minima or maxima. Similarly, momentum is used so as converge rates on deep networks. The penalty depicted as wd is set to 0.0003, which is used to increase regularisation. The second datasets are passed to the designed CNN. The difference is the number of inputs used, for this model 25 features together with one label are implemented. The features are transformed into a 5 by 5 matrix. The same transformation is applied to the class label and test data.


<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Train.array</td>
</tr>
<tr>
<td>Y</td>
<td>Train.y</td>
</tr>
<tr>
<td>Num.round</td>
<td>30</td>
</tr>
<tr>
<td>Array.batch.size</td>
<td>100</td>
</tr>
<tr>
<td>Learning.rate</td>
<td>0.00625</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.9</td>
</tr>
<tr>
<td>Wd</td>
<td>0.0003</td>
</tr>
<tr>
<td>Eval.metric</td>
<td>mx.metric.accuracy</td>
</tr>
<tr>
<td>Epoch.end.callback</td>
<td>100</td>
</tr>
</tbody>
</table>

b) Restricted boltzmann machine

For the RBM, the dataset is converted into binary as proposed by [15] whereby each feature is split into a binary value. This is a laborious process as for each of the features defined in the datasets, the representative value in binary is required. Therefore, each customer will consist of a vector of binary values which is a representation of their features. For instance, the measure frequency is grouped into nine buckets as seen in Table II. Therefore, each customer will have all nine features referring to the frequency for a specific month. If the customers frequents the supermarket between 7 and 12 times, the binary value will be set to 1 for this feature. For the rest of the buckets the binary value will be set to 0. This process is repeated for all features, the final number of features are 178 inputs and one label.

The function to train the RBM requires data to be in a matrix format. Therefore, data is converted and transposed into a matrix as per requirements of the function. The architecture of the RBM is as designed by [16] which includes a visible layer and a hidden layer. 178 nodes are used as inputs which are seen within the visible layer, whilst 15 nodes are available within the hidden layer. Each node within the visible layer is connected to each node within the hidden layer. The restriction within the RBM is that nodes within the same layer are not connected. This makes the graph a bipartite graph whereby nodes from the first layer are only connected to nodes within the second layer.

Since data is represented in binary values, the sigmoid activation function is implemented. As discussed by [17], this function restricts values to 1 and 0. One of the disadvantages of the sigmoid activation function is that neurons might not learn if the weights of the neuron are too high. Therefore, to overcome this, an initial momentum of 0.004 during pre-training and a final momentum of 0.008 are set. Furthermore, the learning rate is set to 0.05 which is the values multiplied for each epoch.
To minimise the average negative log likelihood, the stochastic gradient descent is used. To do this, a partial derivative is complimented, whereby a comparison between the positive and negative phase is carried out. One contrastive divergence is used, whereby each variable is sampled given the other variables is used. This is an iterative process whereby a variable is selected randomly.

IV. EVALUATION

To evaluate the algorithms performance per dataset, the label of the unseen dataset is removed and placed in a separate vector. The features are then passed on to the trained models. The predicted result is then compared to the actual label to calculate the accuracy of the algorithm.

<table>
<thead>
<tr>
<th>Evaluation Metric</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>0.59</td>
<td>0.66</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.87</td>
<td>0.82</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.68</td>
<td>0.74</td>
</tr>
<tr>
<td>Pos Pred Value</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td>Neg Pred Value</td>
<td>0.41</td>
<td>0.60</td>
</tr>
<tr>
<td>Precision</td>
<td>0.59</td>
<td>0.66</td>
</tr>
<tr>
<td>Recall</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td>F1</td>
<td>0.73</td>
<td>0.74</td>
</tr>
</tbody>
</table>

A. Convolution Neural Network

Comparing the two models as depicted in Table III, the second model attained a higher overall accuracy of 74% whilst model 1 obtained 68%. The results for Sensitivity are of 59% and 66% for Model 1 and Model 2 respectively. This indicates the percentage of non-churners being correctly classified for this algorithm. The classification of churners is depicted in the results achieved for Specificity. The models obtained 87% and 82% for Model 1 and Model 2. Analysing the positive predicted values, the model correctly classified 93% of non-churners within Model 1 and 86% within Model 2. Evaluating the negative predicted value which represents the classification of customers who will churn, the algorithm achieved is of 41% and 60% for Model 1 and Model 2. Precision which defines the classifiers exactness obtained 59% for Model 1 and 66% for Model 2. To understand the completeness, Recall is used whereby 93% and 86% for Model 1 and Model 2 were obtained respectively. The F1 measure is computed by taking into consideration the customer misclassified as churners and non-churners. Model 1 resulted in a 73% whilst Model 2 attained 74%.

B. Restricted Boltzmann Machine

Evaluating the metrics in Table IV, Model 2 attained the best overall results. The first metric sensitivity, calculates the capability of correctly identifying customers who will not churn. The results obtained for Model 1 and Model 2 are 62% and 74% respectively. Similarly, specificity tests the ability of the model in correctly classifying customers who will churn acquired 87% and 92% for Model 1 and Model 2. The Pos Pred Value reflects the probability of actual non-churners being classified as non-churners, model 1 and model 2 attained 83% and 92% respectively. To analyse the models’ correctness in defining churners, the results obtained are 74% for model 1 and 77% for model 2.

Precision defines the classifiers exactness, as this calculates the number of predicted non-churners divided by the total number of actual non-churners. Model 1 obtained 67% whilst Model 2 attained 74%. To understand the completeness, recall is used whereby the results achieved are 83% and 92% for Model 1 and Model 2 respectively. The F1 measure is computed by taking into consideration the customer misclassified as churners and non-churners. Model 1 resulted in a 74% whilst Model 2 attained 82%.

<table>
<thead>
<tr>
<th>Evaluation Metric</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>0.67</td>
<td>0.74</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.87</td>
<td>0.92</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.77</td>
<td>0.83</td>
</tr>
<tr>
<td>Pos Pred Value</td>
<td>0.83</td>
<td>0.92</td>
</tr>
<tr>
<td>Neg Pred Value</td>
<td>0.74</td>
<td>0.77</td>
</tr>
<tr>
<td>Precision</td>
<td>0.67</td>
<td>0.74</td>
</tr>
<tr>
<td>Recall</td>
<td>0.83</td>
<td>0.92</td>
</tr>
<tr>
<td>F1</td>
<td>0.74</td>
<td>0.82</td>
</tr>
</tbody>
</table>

C. Result Comparison

Evaluating the results attained per algorithm the second dataset (Model 2 as seen in Fig. 1 and Fig. 2) obtained superior results to the first. The increase in overall accuracy for CNN and RBM is of 6% from Model 1 to Model 2. The difference between the two datasets is the number of months taken into consideration to predict churn. This indicates that a relationship exists between historic data and churn prediction.

Including additional months to the dataset provides a holistic view of the customers buying patterns. From the data deep learning algorithms are used to identify patterns and insight on the customers buying trends across months. By having an increase in accuracy confirms that a customer churns gradually. This finding is instrumental to the datasets for churn models, as when additional data pertaining to RFM is included the overall accuracy results improve.

Reviewing the results attained by the algorithms, the RBM obtained the best results in classifying churners. With regard to CNN, considering the input to the model were features transposed into a matrix and not actual images the result is satisfactory.

V. CONCLUSION AND FUTURE WORKS

Customer satisfaction plays a large role in the retail industry. Through the rise of competition in this industry, companies need to ensure that customers are satisfied with the service and quality of products found in the supermarket. Being in a position to predict customer churn gives the company the competitive advantage to be proactive and retain customer who have a high propensity to churn.

This paper discussed the importance of available data supermarkets retain together with the best parameters required to predict churn. From the techniques implemented it is evident that analysing customers historic behavioural
patterns is pivotal to identify churn. This is due to the fact that customers within the retail industry are gradual churners. The results attained from the algorithms are satisfactory attaining 83% with RBM and 74% when CNN was implemented.

Further work includes, analysing customers market basket analysis whereby through association rules products purchased together on a regular basis are defined. This will provide insight to supermarkets on how best to promote their products. Furthermore, for each product purchased per customer a pattern will be defined so as to observe the buying habits per product. Recurrent Neural Networks (RNN) will be applied to the sequence of consumer actions. This algorithm will be used as it performs well in cases of analysing sequences. Based on the purchasing patterns, warehouse manager can ensure that the items defined will be in stock and available for customers to purchase them.
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