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Abstract—This study proposes a non-symmetrical weighted k-means (NSWKM) clustering algorithm to improve the accuracy of clustering result. The similarity distance of original k-means algorithm is modified by adding weights with a non-symmetrical form to the distance measurement. Namely, different weights for attributes are applied for clusters such that the contribution of attributes can be adjusted adaptively during the clustering process. In this work, the weights are given via an optimization process using a rank-based artificial bee colony (RABC) algorithm. Furthermore, the proposed NSWKM clustering algorithm combined with the RABC, termed NSWKM-RABC herein, is then applied to the medical diagnoses of five data sets of diseases, including breast cancer, cardiac disease, diabetes, liver disease and hepatitis, to evaluate the performance of the proposed algorithm.

Index Terms—Data sets of diseases, medical diagnoses, non-symmetrical weighted k-means clustering algorithm, rank-based artificial bee colony algorithm.

I. INTRODUCTION

Data mining technology is an effective tool to mining useful knowledge from the databases in hand, and it is a critical analysis step for achieving the knowledge-discovery in databases (KDD). Basically, the processes of KDD are getting data, choosing target data, preprocessing data, transforming data, discovering patterns/rules, and performing the optimal decision for action. According to the research work of [1] presented in 2008, the top ten data mining algorithms were C4.5, k-means, SVM (Support Vector Machine), Apriori, EM (Expectation-Maximization), PageRank (Google’s Page Rank), AdaBoost (Adaptive Boosting), kNN (k-Nearest Neighbor), Naïve Bayes, and CART (Classification and Regression Trees). Detailed technologies and references of the ten algorithms were presented in [1]. Among the ten algorithms, k-means algorithm is an iterative method to divide a given data set to a user-specified number of clusters, k for example, by using the measurement of similarity distance. Each instance will be assigned to its belonging cluster with the smallest distance from the instance to assigned cluster centroid. Generally, the distance measurement is often using Euclidean or Manhattan distance with specifying the same weights, all equal to 1, for attributes to evaluate the distance. However, the contribution of attributes to clustering may be different due to the “curse of dimensionality” problem that significantly affects the classification accuracy [2]. Namely, the weighting values for attributes are always different with bias to clustering. In the literature [3]-[6], several works using weighting methods for similarity distance have been applied to pattern recognition problems. According, this work adopts a non-symmetrical weighted k-means (NSWKM) algorithm to address the deficiency of original k-means algorithm for enhancing the classification accuracy.

However, the contribution degree of weights to classification is hardly to known in prior with our limited knowledge. Recently, the evolutionary computation shows the promising development to obtain optimal solutions in a widely research domains. The recently developed artificial bee colony (ABC) algorithm is a swarm-based optimization with substantially powerful for finding optimal solutions by exploring new nectar sources and exploiting nectar sources discovered via artificial bees. Therefore, this work uses the ABC optimization method to achieve the optimum of weights. The basic ABC algorithm, proposed by Karaboga et al. [7], [8], introduces three classes of artificial bees: employed, onlooker, and scout bees. Both the employed and onlooker bees perform the substantially exploitation and exploration processes by managing the capacity of nectar sources and discovering new candidates using local search around their current occupied food sources, whereas scout bees employ the exploration process by choosing new food sources randomly in the search space. Although the basic ABC can find out an optimum effectively, the solution search equation for the algorithm is poor at exploitation [9]. Therefore, this study modifies the basic ABC algorithm by including a rank-based selection mechanism in the onlooker bee phase and a modified abandoned rule in the scout bee phase to improve the searching ability of the algorithm. Accordingly, this work combines the NSWKM clustering algorithm and rank-based ABC (RABC) to the medical diagnosis of diseases. The combination of the proposed algorithm is named NSWKM-RABC in this work. Five data sets of diseases published on the web site of UCI repository [10] are evaluated by the proposed algorithm and also Naïve Bayes, C4.5, and k-means classifiers.

II. PROCEDURES OF THE PROPOSED ALGORITHM

A. Non-symmetrical Weighted K-means Clustering Algorithm

The k-means clustering algorithm usually computes the similarity distances for all instances first in order to partition
a given data set into k clusters. The generally used measurement of similarity distance is Minkowski distance which is obtained by computing the p-norm distance between two points \(x_i\) and \(y_i\) in n-dimensional space as below.

\[
\left( \sum_{i=1}^{n} |x_i - y_i|^p \right)^{1/p}
\]

(1)

In the case of \(p=2\), we obtain Euclidean distance; in the case of \(p=1\), we obtain Manhattan distance. This work adopts the Manhattan distance for the proximity measure. When there are \(n\) attributes for a data set, the Manhattan distance between a given instance \(x_i\) and centroid of \(j\)-th cluster \(x^j\) can be computed as below.

\[
\sum_{i=1}^{n} |x_i - x^j|, j=1,k
\]

(2)

The processes of k-means algorithm are listed as follows:
1) To give a user-specified value of \(k\).
2) To choose \(k\) initial centroids.
3) To calculate the similarity distance, and assign each instance to its belonging cluster based on the proximity measure.
4) To update the new centroid of each cluster.
5) To check step (4) to see if the centroids alter. If so, back to step (3). When the centroids of clusters remain at the same position, we achieve the convergence state of k-means algorithm.

The k-means clustering algorithm has been widely applied to a variety of applications. However, the classification accuracy of using the original k-means algorithm is always deteriorated when clusters are of differing sizes, densities, and non-globular shapes, and also when the data set contains outliers. Therefore, this study adopts a more flexible measure by incorporating weights \((\tilde{w})\) to the similarity measure to adaptively adjust the contribution of attributes to clustering. Therefore, the similarity distance is modified as follows:

\[
\sum_{i=1}^{n} \tilde{w}^j |x_i - x^j|, j=1,k
\]

(3)

The weights are devised with \(n\) dimensions for each cluster. Also, as shown in (3), the value of weights for each cluster can be different, i.e. non-symmetrical form, resulting in a non-symmetrical weighting for the similarity distance computing. The modified k-means algorithm was named non-symmetrical weighted k-means (NSWKM) in this work.

B. Basic Artificial Bee Colony Algorithm

The basic ABC algorithm proposed by Karaboga et al. [7], [8] is inspired from the foraging behavior of honey bees and designed to be an effective tool for solving optimization problems. Initially, a total of \(N\) food sources are generated according to a random search equation in the search space, and then the value of objective function \((f_i)\) at food source \(i\) is evaluated using the current variables to measure the quality of nectar source. Hence, the fitness value for a certain food source \(i\), \(\text{fitness}_i\), can be obtained based on its value of objective function \((f_i)\) as follows:

\[
\text{fitness}_i = \begin{cases} 
1/(1+f_i), & \text{if } f_i \geq 0 \\
1+f_i, & \text{if } f_i < 0 
\end{cases}
\]

(4)

The basic ABC algorithm mainly composes three phases: employed bee phase, onlooker bee phase, and scout bee phase. The details of the three phases are listed as follows:

1) Employed bee phase

In this phase, \(N\) employed bees are sent to the food sources \((x_{i,j})\) first, and then the employed bees explore candidate positions in the neighborhood after they occupied food sources \(x_{i,j}\). A candidate position \((v_{i,j})\) is obtained using the information of neighbor food source \((r)\) and a random number \(\phi_{i,j}\) as follows:

\[
v_{i,j} = x_{i,j} + \phi_{i,j}(x_{i,j} - x_{r,j})
\]

(5)

where \(\phi_{i,j} \in [-1,0,1,0]\) and \(j \in [1,2,...,n]\). The index \(j\) is selected randomly from the interval of \([1, n]\). If the quality of nectar at the food source \(r\) is better than that at \(i\), the bee chooses \(r\) as the new food source. Namely, the greedy selection is applied in the employed bee phase.

2) Onlooker bee phase

Afterward the employed bee memorized the final position of the new food source and flew back to the hive to share her information with onlookers. As onlooker bees got the information shared from employed bees, each onlooker bee selects the one of food sources explored by employed bees based on a probability selection process. Namely, basic ABC algorithm applies the roulette wheel selection mechanism to select a food source in the onlooker bee phase. The probability \((p_i)\) of selecting an explored food source by an onlooker bee is based on the following proportional probability formulation.

\[
p_i = \frac{\text{fitness}_i}{\sum_{j=1}^{N} \text{fitness}_j}
\]

(6)

After an onlooker bee selected a good food source as her current solution, she also performed a local search to search a possible new solution, and then chose the better food source with higher nectar as the new solution, the same process of greedy selection with an employed bee.

3) Scout bee phase

If the quality of a certain food source cannot be improved over “Limit” trials done by employed or onlooker bees, the bee occupying at the food source becomes a scout bee. The scout bee will abandon the current food source and explore a new one randomly.

C. Rank-Based Artificial Bee Colony Algorithm

In the presented rank-based ABC, there are two
modifications for the employed bee and scout bee phases. First, the probability \( (p_i) \) is modified based on the rank of fitness of a food source. The rank of fitness equaling to 1 means that the value of fitness at the food source is maximum, whereas the rank equaling to \( N \) means the value of fitness at the food source is minimum. Here the value of \( N \) is identical to the number of food source. The nonlinear rank-based selective pressure model is formulated as

\[
p_i^{\text{rank}} = \frac{1}{1-(1-q)^N} \times q \times (1-q)^{\text{rank}-1}
\]

with satisfying the constraint: \( \sum_{i=1}^{N} p_i = 1 \). The value of parameter \( q \) is a positive real with the range of \( 0 < q < 1 \), and a larger value of \( q \) implies a stronger selective pressure for the value of probability. In the presented rank-based ABC algorithm, the value of \( q \) is devised as a dynamic function related to the number of iteration (\( \text{iter} \)) and maximum number of iteration (\( \text{iter}_{\text{max}} \)), as below:

\[
q = q_{\text{min}} + (q_{\text{max}} - q_{\text{min}}) \times (\text{iter} - 1)/\text{iter}_{\text{max}} - 1
\]

where \( q_{\text{max}} \) and \( q_{\text{min}} \) represent the minimum and maximum values of selective pressure, respectively. In this work, the parameters of \( q_{\text{min}} \) and \( q_{\text{max}} \) were 0.5 and 0.9, respectively.

Second, the abandoned mechanism of basic ABC is modified by abandoning bad food sources every iteration in the scout bee phase to enhance the exploration ability of the algorithm, whereas an abandoned criterion of “Limit” is used for published ABC algorithms. The role of scout bee is to perform a global search in the search space. In this work, the number of scouts was set to 5% of the size of employed bees according to the mean number of scouts which is about5%-10% of the colony from the observation of real bees [8]. Therefore, this work incorporated the two modifications into the basic ABC algorithm to achieve a balance for the exploitation and exploration. The proposed enhanced version of ABC was names RABC algorithm in this work.

D. Proposed NSWKM-RABC Procedure

This study uses RABC to find out the best weight (\( w_c^j \)), then provides the best weight as the required input of NSWKM algorithm for evaluating the classification accuracy. In this work, the objective function is set to minimize the classification error, the sum of the absolute value of class difference between the predicted class \( C_{\text{pred}} \) and the actual class \( C_{\text{actual}} \), presented as follows:

\[
f(\vec{w}) = \text{Min} \left( \sum_{i=1}^{n} \left| C_{\text{pred},i} - C_{\text{actual},i} \right| \right)
\]

The flowchart of the proposed NSWKM-RABC is plotted in Fig. 1. As shown in Fig. 1, the NSWKM clustering algorithm gives the results of predicted class \( C_{\text{pred}} \) to the employed bee, onlooker bee and scout RABC according to the new position of updated food source \( \vec{x} \). Then the best solution so far is memorized in the “memorized the best solutions so far” module after completing the three bee phases. Check the convergence criterion to see if the convergence state is arrived. If it is not the case, RABC outputs an updated weight vector \( \vec{w}^\text{new} \) to NSWKM module to re-evaluate the predicted class \( C_{\text{pred}} \) required for the three bee phases of RABC. The iterative process will be repeated until the optimal classification is achieved.

III. TEN-FOLD CROSS-VALIDATION FOR A DATA SET AND PERFORMANCE PARAMETERS OF CLASSIFICATION

This work uses 10-fold cross-validation (CV) method in partitioning training and test sets to give more reliable results. The process of 10-fold CV is to divide the data set into 10 segments: 9 training sets and 1 testing set. Accordingly, the initial data set are partitioned into 10 mutually exclusive folds, \( F_1, F_2, \ldots \), and \( F_{10} \), each of approximately equal size. In iteration \( i \), partition \( F_i \) is picked as the test set, and the remaining partitions are collectively used to train the model or pattern. Therefore, there are 10 iterations in performing training and testing processes for a run. This work also adopts stratified 10-fold CV, the same process as Weka software developed at the University of Waikato, New Zealand [11], instead of random one to achieve well “balanced” data sets.

In addition, in data mining the confusion matrix (Table I) is generally used to evaluate the computing accuracy of data bases to achieve the classified accuracy (CA), which is CA=\( (m+tp)/(m+tp+fn+fp) \). That is, the inaccuracy of classification is 1-CA. However, in clinical diagnosis, cost matrix still has to be counted in addition to the consideration of classification accuracy. This is because in diagnosing a medical case, the inaccuracy lies mainly in false positivity \( (fp) \) and false negativity \( (fn) \). The inaccuracy of false positivity/negativity means the ratio a patient is no/with disease but is diagnosed contrarily. Accordingly, necessary cost resulting from misdiagnosis is analyzed to form a cost matrix. This work assigns 1 unit of cost to be paid once a healthy person is misdiagnosed with a disease. On the contrary, five units of cost will have to be paid when a sick person is misdiagnosed without a disease. This shows the later has to pay 5 times as much as the former. Therefore, showing in Table I, the cost value, filled in the parenthesis, from diagnosing mistakenly is \( fp+5\times fn \). The higher the ratio
The classification result will be compared using confusion matrix and also performance parameters, which are presented as follows:

1) Accurac: \( \frac{tn + fp}{tn + fn + fp + tp} \); Sensitivity (P): \( \frac{tp}{fn + tp} \)
2) Specificity (R): \( \frac{tn}{tn + fp} \); F-measure: \( \frac{2 \times P \times R}{P + R} \)
3) Cost: \( fp + fn \times 5 \)

IV. COMPUTATIONAL RESULTS OF MEDICAL DIAGNOSIS

The proposed NSWKM-RABC algorithm was then applied to the medical diagnoses with five data sets of diseases to assess the performance of the algorithm. The data sets published on the web site of UCI repository [10] are: Breast Cancer Wisconsin, Heart-staglog, PIMA, ILPD, and Hepatitis. The data with missing attributes were removed, and the data in each attribute was normalized using z-score normalization, so that the mean and standard deviation of the data set are 0 and 1, respectively. This work also performed three classifiers listed in the top ten data mining algorithms for the medical diagnoses. The three classifiers are Naï ve Bayes [12], [13], C4.5 [14], and k-means [15]. In addition, each case was performed 30 times of independent runs.

A. Breast Cancer Disease

This data set of breast cancer named “Breast Cancer Wisconsin” contains 699 instances described by 9 attributes, and the numbers of benign and malignant for breast cancer were 458 and 241, respectively. There were 683 instances being used for classification after we deleted 16 instances with missing data. Table II lists the means and standard deviations (SD) of the training and test sets after 30 independent runs. The means of the training and test sets were 98.00% 97.33%, respectively. Clearly, the mean of training set was higher than that of test set. In addition, the standard deviations for the training and test sets were 0.0297% and 0.2555%, respectively. The training set with a smaller value of SD than that of test set. Table III lists the confusion matrix of test set for assessing the performance of four algorithms to classification. The confusion matrix was obtained by combining the classification results of 10-fold test sets, the same process as Weka software [11] developed by Machine Learning Group at the University of Waikato. This works also performed Naï ve Bayes, C4.5, and k-means classifiers included in the Weka software for the solution comparison. From Table III, the proposed NSWKM-RABC achieved the lowest false negativity with 3 only. The comparison of performance parameters was listed in Table IV. The proposed NSWKM-RABC provided the best solution in terms of accuracy, sensitivity, F-measure, and cost. The classification accuracy and cost achieved by the proposed NSWKM-RABC were 97.8% and 27, respectively. The computational cost for performing a 10-fold CV using NSWKM-RABC was 22 seconds on Windows 7 platform.
the lowest false positivity with 17. The comparison of the performance parameters was listed in Table VII. The proposed NSWKM-RABC provided the best solution in terms of accuracy, specificity, and F-measure, whereas Naïve Bayes gave the best solution in terms of sensitivity and cost. The computational cost for performing a 10-fold CV using NSWKM-RABC was 130 seconds on Windows 7 platform.

C. Gestational Diabetes

The data set of gestational diabetic disease named “Pima-Indians-Diabetes” (PIMA) contains 8 attributes and one class attribute. This data set has 768 instances including 500 patients with gestational diabetes and 268 patients without the disease. From Table VIII, the means of the training set and test set were 78.27% and 74.796%, respectively. Also, the SD of training set was smaller than that of test set. The confusion matrix of test set was listed in Table IX. Naïve Bayes gave the lowest false negativity with 28, and NSWKM-RABC gave the lowest false positivity with 104.  The comparison of performance parameters and displays Naïve Bayes gave the same predicted accuracy of classification with 76.3%. The computational cost for performing a 10-fold CV using NSWKM-RABC was 652 seconds on Windows 7 platform.

D. Liver Disease

The data set of liver disease named “Indian Liver Patient Data Set” (ILPD) contains 10 variables, and it was collected from North East of Andhra Pradesh, India. The class attribute was divided as liver patient or not. This data set contains 414 patients with liver disease and 165 patients without liver disease when removing the records with missing data. From Table XI, the means of the training set and test set were 74.5343% and 70.7138%, respectively. Table XII lists the confusion matrix of test set and indicates that the proposed NSWKM-RABC gave the lowest false negativity with 28, and Naïve Bayes gave the lowest false positivity with 8. The comparison of performance parameters was listed in Table XIII. Clearly, the proposed NSWKM-RABC provided the best solution in terms of accuracy and cost. The computational cost for performing a 10-fold CV using NSWKM-RABC was 652 seconds on Windows 7 platform.

E. Hepatitis

This data set of liver disease named “Hepatitis” comprises 19 attributes and 1 class attribute with 155 patient instances. This case is a small size of data set and has many missing data. After we deleted the instances with missing data, there are only 80 patient instances which 67 patients are lived and 13 patients are died. As shown in Table XIV, the means of the training set and test set were 98.994% and 87.500%, respectively.
respectively. The solution accuracy for the training set was very high. Table XV lists the confusion matrix of test set and indicates that k-means gave the lowest false negativity with 2 and presented algorithm gave the lowest false positivity with 2. Furthermore, the comparison of coefficients of performance parameters was listed in Table XVI. The proposed NSWKM-RABC provided the best solution in terms of accuracy, specificity, F-measure, and cost. The computational cost for performing a 10-fold CV using NSWKM-RABC was 47 seconds on Windows 7 platform.

<table>
<thead>
<tr>
<th>TABLE XVII: RANK VALUES OF PERFORMANCE PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) breast cancer</td>
</tr>
<tr>
<td>parameter</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
<tr>
<td>sensitivity</td>
</tr>
<tr>
<td>specificity</td>
</tr>
<tr>
<td>F-measure</td>
</tr>
<tr>
<td>cost</td>
</tr>
<tr>
<td>sum of rank</td>
</tr>
<tr>
<td>(b) cardiac disease</td>
</tr>
<tr>
<td>parameter</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
<tr>
<td>sensitivity</td>
</tr>
<tr>
<td>specificity</td>
</tr>
<tr>
<td>F-measure</td>
</tr>
<tr>
<td>cost</td>
</tr>
<tr>
<td>sum of rank</td>
</tr>
<tr>
<td>(c) gestational diabetes</td>
</tr>
<tr>
<td>parameter</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
<tr>
<td>sensitivity</td>
</tr>
<tr>
<td>specificity</td>
</tr>
<tr>
<td>F-measure</td>
</tr>
<tr>
<td>cost</td>
</tr>
<tr>
<td>sum of rank</td>
</tr>
<tr>
<td>(d) liver disease</td>
</tr>
<tr>
<td>parameter</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
<tr>
<td>sensitivity</td>
</tr>
<tr>
<td>specificity</td>
</tr>
<tr>
<td>F-measure</td>
</tr>
<tr>
<td>cost</td>
</tr>
<tr>
<td>sum of rank</td>
</tr>
<tr>
<td>avg. of rank</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE XVIII: COMPARISON OF ALGORITHMIC PERFORMANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>parameter</td>
</tr>
<tr>
<td>accuracy</td>
</tr>
<tr>
<td>sensitivity</td>
</tr>
<tr>
<td>specificity</td>
</tr>
<tr>
<td>F-measure</td>
</tr>
<tr>
<td>cost</td>
</tr>
<tr>
<td>sum of rank</td>
</tr>
<tr>
<td>avg. of rank</td>
</tr>
</tbody>
</table>

V. DISCUSSION OF THE CLASSIFICATION RESULTS

From the above five medical diagnoses, the proposed NSWKM-RABC exhibited a good performance for the classifications of five data sets of diseases. We ranked the solutions of the performance parameters for obtaining more information relating to the four algorithms for the five disease classifications. Table XVII lists the rank values of the solutions based on the solutions of performance parameters from Table IV—Table XVI. The lower rank value represents the better solution we obtained. For example, when the rank value equals 1, the achieved solution obtained using a classifier is the best. Furthermore, we combined the values of rank recorded in Table XVII, the comparison of the five diseases classifications using the four classifiers was listed in Table XVIII. The averages of rank for Naïve Bayes, C4.5, k-means, and the proposed NSWKM-RABC were 2.00, 3.20, 3.16, and 1.60, respectively. Clearly, the proposed NSWKM-RABC outperforms the other three algorithms.

VI. CONCLUSION

This study proposed a classifier, termed NSWKM-RABC algorithm, by combining the non-symmetrical weighted k-means clustering algorithm and the rank-based artificial bee colony to classify the data sets of medical diseases. The similarity distance used in k-means was weighted by the optimal non-symmetrical weights which were obtained via RABC computation. Five data sets of diseases including breast cancer, cardiac disease, diabetes, liver disease, and hepatitis were adopted. Also three classifiers, including Naïve Bayes, C4.5 and k-means, were performed for the comparison of the classification solutions. From the results of medical diagnoses, the proposed NSWKM-RABC provided the most reliable solutions for the classifications. The average rank of the solution accuracy obtained using the proposed NSWKM-RABC was minimum. We also observed that the solutions obtained using Naïve Bayes were better than those of using C4.5 and k-means. Accordingly, the proposed algorithm is an effective algorithm for diagnosing the data sets of medical disease.
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