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Abstract—Use the historical data of household energy 

consumption to design a valuable information model for 

predicting future demand. The cluster analysis of the data set of 

the transmission power distribution system shows the 

proportion of different consumption behaviors and the level of 

power consumption in different periods, and effectively predicts 

the power consumption of users. It can help power companies 

and users to control the load during peak hours of power 

demand transfer to off-peak hours.  

 
Index Terms—Big data, data analytics, RStudio language, 

predictive model. 

 

I. INTRODUCTION 

At present, with the continuous development of computer 

technology, the energy consumption of the power system has 

exploded year by year. 

A large amount of real-time data is stored in the database 

[1], which contains a large amount of time information useful 

to users and Company System Operators (CSO). Smart 

meters are part of data collection and communication in smart 

grid infrastructure [2]. The key element of the long-term 

control and detection of the future smart grid load is the smart 

meter. Through analysis and modeling, valuable data can be 

extracted from the database [3], which requires data mining 

technology [4]. 

Previous studies of cluster analysis relied on data provided 

by survey users [5]. According to the information provided 

by the smart meter, this method is not accurate [6]. This study 

uses unsupervised learning clustering and time series to 

predict energy consumption. Use smart meters to collect data 

and analyze receipts through R programming. Data mining 

technology has achieved better prediction results. 

 

II. DESIGN OF ANALYSIS SYSTEM 

The electricity consumption model based on system design 

analysis in this study is based on RStudio's electricity 

consumption cluster analysis for household electricity 

consumption analysis, as shown in Fig. 1. This step can be 

divided into five steps: 

1) Data preparation. Including data cleaning and load curve 

normalization. 

2) Reduce the dimensionality of the load distribution by 
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compressing the group years. 

3) Analyze and establish a predictive model. 

4) Integrate, visualize and realize the collected data. 

5) Discussion and results. 

 
Fig. 1. Analyzing power usage household using clustering analysis. 

 

A.  Date Collection 

This study obtained a data set of electricity consumption of 

a household from December 2006 to November 2010 (47 

months) from an open source database. After 4 years (1410 

days) of 60-second granularity recording, the total power 

consumption of customer service is 2075259.By detecting 

the weight distribution of missing values or zeros, a poor 

weight distribution can be roughly identified [7].Use R and 

RStudio to model. Fig. 2 depicts the reduced power 

consumption using summarise. ALL (FUNs (sum)) function 

in the R script code. 

1) Sub_metering_1: Kitchen (microwave, oven and 

dishwasher) 

2) Sub_metering_2: Laundry room (washing machine, 

refrigerator, light and dryer) 

3) Sub_metering_3: Air conditioning and water heater 

 
Fig. 2.  Power consumptions by sub-metering. 

 

B. Measurement Description 

Preprocess the original data 

Clean up data: Change the time format to a readable date 

format. Sort time series data and modify inconsistent data 

Normalization: convert the data x={x1, x2, … xN} into the 

range of [0,1], as shown in equation (1).To reduce the impact 

of abnormal data. Fig. 3 shows the electricity consumption in 

different months. 
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ix : normalized power consumption 

xi: actual power consumption 

xmax: maximum power consumption 

xmin: minimum power consumption 

 

 
Fig. 3. Power usage per year in different months. 

 

Data conversion: construct attributes, replace or add new 

class values. 

C. Feature Selection and Transformation 

1) Data visualization and transformation. First, read the 

data from the file, use the R language to convert the date 

format into a proportional format, and construct a data 

frame. As shown in Table I, analyze the data of different 

plots. 

 
TABLE I: DATA FRAME READABLE SCRIPT ELECTRIC POWER 

CONSUMPTION 

Date Time 

Global 

Active 

power 

Global 

Reactive 

power 

voltafge 
Global_ 

intensity 

16/12/2006 17:24:00 4.216 0.418 234.840 18.400 

16/12/2006 17:25:00 5.360 0.436 233.630 23.000 

16/12/2006 17:26:00 5.374 0.498 233.290 23.000 

16/12/2006 17:27:00 5.388 0.502 233.740 23.000 

16/12/2006 17:28:00 3.666 0.528 235.680 15.800 

16/12/2006 17:29:00 3.520 0.522 235.020 15.000 

16/12/2006 17:30:00 3.702 0.520 235.090 15.800 

16/12/2006 17:31:00 3.700 0.520 235.220 15.800 

16/12/2006 17:32:00 3.668 0.510 233.990 15.800 

16/12/2006 17:33:00 3.662 0.510 233.860 15.800 

16/12/2006 17:34:00 4.448 0.498 232.860 19.600 

16/12/2006 17:35:00 5.412 0.470 232.780 23.200 

16/12/2006 17:36:00 5.224 0.478 232.990 22.400 

 

 
Fig. 4. Total energy consumption per day from 2007 to 2011. 

2) Household electricity consumption throughout the year. 

Observe the energy expenditure of the household and 

add up the energy recorded every minute to form a Fig. 4 

for the total daily energy consumption from 2007 to 

2011.It can be seen from the figure that the electricity 

consumption trend in the past four years, the peak of 

electricity consumption is mainly concentrated in the 

year and the end of the year, and the lowest peak of 

electricity consumption is around the middle of the year. 

D. Time Series Data 

Time series is a sequence of information points, which can 

be divided into univariate and multivariate, usually the 

observation or continuous measurement of quantifiable 

variables in a certain time interval [8], [9]. Time series 

decomposition. 

1) The purpose of changing the data format of time series 

data is to use historical data to predict the energy 

consumption of a household in a certain period of time. 

Use the aggregation script in R to format the data 

information and change the data every month. As shown 

in Table II, monthly usage (Kwh)) and maximum 

demand (Kwh)) for a given month are recorded during 

the recording period. 

 
TABLE II: MONTHLY DATA FORMAT 

 Month Max_Demand_kW Total_Use_kWh 

1 2007-01-01 9.272 1150.1977 

2 2007-02-01 9.410 941.4814 

3 2007-03-01 10.670 981.0365 

4 2007-04-01 8.160 586.3875 

5 2007-05-01 7.672 733.4812 

6 2007-06-01 7.614 594.7138 

7 2007-07-01 7.240 495.0638 

8 2007-08-01 8.694 568.2743 

9 2007-09-01 8.110 697.8768 

10 2007-10-01 9.036 821.2728 

11 2007-11-01 9.326 931.9774 

12 2007-12-01 9.686 1210.0695 

13 2008-01-01 10.162 1086.1564 

 

2) Analyze data exploration. According to the monthly 

summary in Table II, Fig. 5 is drawn, showing the pattern of 

high in winter and low in summer. According to the graph 

description this data seems that was taken in Europe. 
 

 
Fig. 5. Total usage plotting. 

 

E. Construction and Time Series Forecasting Model 

Use time series to build a data series model, and compare 

the forecast model that automatically fits the time series data 

with other forecasting methods. 

1) Automatic model time series forecast ETS (A, N, A).Use 

the ts() function in the R library to construct a time series, 
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create an automatic model prediction function from the 

prediction library package, specify the monthly 

sequence frequency as 365, 12, and predict the total 

global active power in the next 25 months. Starting from 

December 2006, the parameters Frequency = 12 and 

Start = C (2006, 12) will be set once a week. The result 

graph and summary view of the model are shown in Fig. 

6. 

 

 
Fig. 6. Automated model time series forecasts from ETS (A, N, A). 

 

2) Forecasting method. Simple exponential smoothing 

(SES).A simple exponential method is proposed to predict 

the global average active power. Test the construction of 

train data from 2006 to 2010, and predict train data values 

from 2011 to 2013 (25 months). Set beta and Gamma to false. 

Fig. 7 shows the trend of warm winter and cool summer, and 

the Fig. 8 shows simple exponential smoothing of seasonal 

component filtering. Smaller value of α would lead to fitting 

series values would be smoother. 
 

 
Fig. 7. Holt-winters filtering. 

 

The forecast is further smoothed for more time points. This 

model is used to predict the seasonal values and trends of 

future time series. The trend component increases the 

seasonal index and estimates three parameters (smoothing). 

Fig. 9 shows the linear trend of alpha and beta, and gamma is 

set to true for seasonal adjustment. 
 

 
Fig. 8. Forecasts from holt-winters. 

 
Fig. 9. Forecasts from holt-winters exponential smoothing. 

 

3) The arima model arima is an autoregressive integrated 

moving average model, which is an extension of the 

autoregressive and moving average model (ARMA). 

The past error term of the model uses MA (moving 

average), and the lag value of the regression model [10] 

uses the AR(autoregressive) part. Use the auto-arima() 

function in the R package "Forecast" to start a new data 

forecast based on the forecast trend. This function 

calculated the best AR, difference and MA factors w.r.t 

the dataset used for training. Fig. 10 describes the 

ARIMA model. 

 

 
Fig. 10. Forecasts from ARIMA model. 

 

4) Advanced forecasting methods. Due to many problems, 

the existing model needs to be modified. The 

Holt-Winter exponential smoothing model was revised 

by adopting the multi-season exponential smoothing 

method. EGRV is a multi-equation model with daily data 

granularity. 

5) Predictive model evaluation. The evaluation of the 

predictive model converts the available data into training 

data and test data. The evaluation index of the prediction 

model is based on the average absolute error (MAE) and 

the average absolute percentage error (MAPE). The 

errors of different models are shown in Table III. 
 

TABLE III: ERRORS FROM DIFFERENT MODEL ETS AND ARIMA 

 

It can be seen from the table that MAPE has the smallest 

error compared with other ETS models, and MAE (mean 

Criteria 

Model 

ETS 

(A,N,A) 
ARIMA 

Holt’s winter 

without Trend 

and Seasonality 

Holt’s winter 

Trend and 

Seasonality 

ME -5.66 -8.72 -44.4 -6 

RMSE 79.28 80.36 179.26 115.53 

MAE(Kw) 59.73 54.88 148.64 80.87 

MPE -2.89 -2.86 -5.47 -4.67 

MAPE 9.53 8.972 22.93 15.08 

MASE 0.63 0.581 1.57 0.86 

ACF1 -0.11 -0.045 0 -0.17 
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absolute error) is 54.88kW slower than other models. So the 

best model is ARIMA. 

F. Monthly Trend and Forecasting Results 

Use the key elements of monthly trend analysis to extract 

the time series, create an interactive HTML browser for 

analysis and decision-making, and use the R library package 

HTML Widgets for future devices. Fig. 11 predicts the 

monthly power consumption of html files. 
 

 
Fig. 11. Monthly prediction. 

 

The results show that the total monthly electricity 

consumption is used to predict the annual cycle, with troughs 

in summer and peaks in winter. Electricity consumption will 

peak in September and October at 930-1,176 kWh (78% of 

the forecast range), and will steadily decrease during winter 

and early spring. 

G. Implementation “Discovery Information” 

1) Case study. Due to the large data set, in order to analyze 

and achieve better visualization in a short time, the 

60-second time interval of the original data is 

summarized into a 60-minute time interval to obtain a 

better smooth graph. 

2) Draw a power consumption diagram. The variables we 

check are often global active power and global average 

household active power per minute. In summary 

statistics, the energy consumption cycle is different, as 

shown in Fig. 12. 
 

 
Fig. 12. Histogram of global active power over time. 

 

3) Implemented more than one week. In order to better 

visualize the data set, from February 23 to March 1, 2009 

(week), global active power, three-meters, voltage, and 

global reactive power were considered. Plot the power 

consumption on different days of the week to show the 

power consumption at different time periods. Fig. 13 

shows the high power consumption from Friday night to 

Sunday night. 
 

 
Fig. 13. Average global active power consumption over time. 

 

 
Fig. 14. Weekly power consumption of sub-metering. 

 

 
Fig. 15. Weekly power consumption for four parameters, global active power, 

voltage, sub-metering and global reactive power. 

 

4) Determine the weekly energy consumption trend. 

According to the collected data from 26.02 to 02.03 and 

the weekly energy consumption trend in the following 

figure, it can be found that the peak power consumption 

is in the morning and evening on weekdays, and on 

Friday evening and the week with higher energy 

consumption and higher energy consumption. All day 

long. It can be seen from Fig. 14 that the electricity 

consumption of the kitchen is very low on Thursday, and 

the electricity consumption is very high on Friday, 

Saturday night and Sunday. Users seem to use the 

laundry room on Saturday morning, daytime, and 

Sunday noon. Air conditioners and water heaters are 

mainly used on Friday night, Saturday day and Sunday 
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day. The weekly power consumption cycle of the four 

parameters of spherical active power, voltage, section 

metering, and global reactive power is shown in Fig. 15. 
 

III. CONCLUSION 

The household electricity consumption data is obtained 

from the personal household electricity consumption [3] 

online library, and cluster analysis is performed based on 

RStudio programming to establish a qualitative prediction 

model for household electricity consumption data. It can 

better analyze and visualize the electricity consumption in a 

short time, let users understand the billing situation of the 

electric company, and help the electric company find the 

person who steals the electricity. 
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