Abstract—In this paper, we describe the speech recognition from emotional speech. The task treated in this paper is not an emotion recognition from speech but a speech recognition (speech to text) from a speech that contains distinct emotion. First, we compare two acoustic models trained from neutral speech and emotional speech. We expected that the acoustic model trained from emotional speech improves the recognition performance of emotional speech, but the result showed that a larger amount of neutral speech was more effective than a small amount of emotional speech. Next, we applied the data selection method to enhance the phonetic balance of the training data. As a result, the entropy-based selection from the training data enhanced the recognition performance when there is some domain mismatch between the training data and the evaluation data.

Index Terms—Deep neural network, data selection, emotional speech, speech recognition, training data reduction.

I. INTRODUCTION

With the development of deep learning, speech recognition has become more and more accurate in this decade [1], and is widely used in various fields [2]. Along with the expansion of the application field of speech recognition, systems that use speech recognition accept utterances with variations such as gender, age, and emotion.

Emotion recognition from speech [3]-[5] is one of the emergent research fields in speech processing studies. From the viewpoint of speech-based application, it is known that changing the system’s response according to a user’s emotion estimated from speech can improve the user’s impression of the system [6].

When responding to an utterance that contains distinct emotion, not only emotion recognition but also the speech recognition is needed. However, only a few studies treat how the emotional variation contained in an utterance affects the performance of speech recognition [7], [8].

In this paper, we investigate how emotion in an utterance affects speech recognition performance, and investigate how we can improve the recognition accuracy of emotional speech.

Besides, we investigated the performance of training data selection. The training data is not necessarily phone-balanced, which may affect the recognition performance. Therefore, we conducted experiments on selecting the training data considering the variation of phone distribution.

II. SPEECH CORPORA

Before explaining the method, we first explain the corpora we used. In this study, we use the following corpora.

A. JTES

The Japanese Twitter-based Emotional Speech (JTES) [9] is a database that contains acted emotional speech. It has 200 distinct Japanese sentences, 50 for each of the emotions (neutral, joy, anger, sad), taken from Twitter’s tweets. One hundred speakers (50 males and 50 females) read the prepared sentences in the designated emotion.

B. CSJ

The Corpus of Spontaneous Japanese (CSJ) [10] is a large-scale spontaneous Japanese speech corpus. The corpus contains 300-hour academic presentation speech and 330 public speech; both of them have manual transcriptions. We used the academic presentation speech as a source of acoustic model training.

C. OGVC

The Online Game Voice Chat (OGVC) corpus [11] is a Japanese speech corpus collected by voice chat of an online game. It contains many natural emotional utterances with corresponding emotional labels given by experts. The utterances are a part of dialogue or trialogue among online game players. It contains 9114 utterances.

D. JNAS

The Japanese Newspaper Article Sentences (JNAS) [12] is a reading speech database. The sentences were selected from articles of Mainichi Shimbun newspaper articles and a phoneme-balanced sentence set. 306 speakers (153 males and 153 females) read the sentences, and the total length of the speech is about 60 hours.

III. BASELINE EXPERIMENT OF EMOTIONAL SPEECH RECOGNITION

In the first experiment, we investigated that ordinary spontaneous speech (CSJ) can recognize the speech with emotion (JTES). At the same time, we tested whether using an emotional speech database as the training data contributed to the performance of speech recognition.

A. Experimental Condition

We used CSJ and JTES as training data. Table I shows the
conditions and amount of training data of the acoustic model. The amount of CSJ is almost 16 times as large as JTES. The test data was taken from JTES, where the speakers and sentences in the test set were different from those in the training set. 800 utterances (40 sentences uttered by 20 speakers, 10 females and 10 males) were involved in the test set.

We used the Kaldi toolkit [13] to train the acoustic model and recognize the speech.

Table II shows the conditions for training the DNN-HMMs for both training data sets. The input vector is calculated from the 13-dimensional Mel-Frequency Cepstral Coefficients (MFCC) with its first and second derivatives. The 39-dimensional vector is combined with nine adjacent frames (117 dimensions) and compressed into 40 dimensions using the linear discriminant analysis (LDA). After that, the maximum likelihood linear transform (MLLT) and frame-based maximum likelihood linear regression (fMLLR) were applied to the features, and finally, the model was trained using the speaker adaptive training (SAT). After calculating the features, 35 contiguous features are input to the network (1400 dimensions).

The DNN was pre-trained using the restricted Boltzmann machine (RBM) training and then trained using the backpropagation training with cross-entropy loss.

The language model was trained from 72.2M tweets from Twitter data, which did not contain sentences in JTES. The vocabulary size was 65k, and the low-frequency words were substituted with an UNK symbol. Then a bigram and trigram vocabulary size was 65k, and the low-frequency words were substituted with an UNK symbol. Then a bigram and trigram model with the Good-Turing discounting were trained.

![Fig. 1. Experimental results for JTES.](image)

**TABLE I: TRAINING DATA**

<table>
<thead>
<tr>
<th></th>
<th>ALL_CSJ</th>
<th>ALL_JTES</th>
</tr>
</thead>
<tbody>
<tr>
<td># speakers</td>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td></td>
<td>809</td>
<td>177</td>
</tr>
<tr>
<td># utterances</td>
<td>132k</td>
<td>30k</td>
</tr>
<tr>
<td>Length [h]</td>
<td>189.57</td>
<td>50.57</td>
</tr>
</tbody>
</table>

**TABLE II: DNN-HMM CONDITIONS**

<table>
<thead>
<tr>
<th></th>
<th>ALL_CSJ</th>
<th>ALL_JTES</th>
</tr>
</thead>
<tbody>
<tr>
<td># input nodes</td>
<td>1400</td>
<td></td>
</tr>
<tr>
<td># hidden layers</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td># hidden nodes</td>
<td>1905</td>
<td></td>
</tr>
<tr>
<td># output nodes</td>
<td>9270</td>
<td>6292</td>
</tr>
<tr>
<td>Activation function</td>
<td>Sigmoid(hidden)/Softmax(output)</td>
<td></td>
</tr>
</tbody>
</table>

**B. Results**

Fig. 1 shows the experimental results. The performance of speech recognition was measured using the character error rate (CER). Here, ANG, JOY, SAD, and NEU denote the emotions Angry, Joy, Sad, and Neutral, respectively. The label ALL shows the average of all the four emotion results. From this result, it is evident that the CSJ-based acoustic model gave better performance against the JTES-based acoustic model. The reason may be that variation of sentences in JTES is very limited, and thus it may be difficult to cover all the phoneme environment (a phoneme and the preceding and following phonemes) of the test data. Another observation is that NEU (neutral emotion) utterances were easier to recognize than other emotions. It is natural for the CSJ acoustic model because all of the utterances in CSJ have neutral emotion. As for the JTES acoustic model, this result can be understood that the utterance with neutral emotion may be near to the average of all utterances with various emotions, and thus the acoustic model trained with various emotions will become similar to the neutral emotion.

**IV. SELECTION OF TRAINING DATA**

**A. Entropy-Based Sentence Selection**

From the previous result, we found that a large corpus is better than a small corpus even if the contents of the training corpus do not match with the evaluation speech. However, it is also known that choosing samples from the training data considering the distribution of phonemes sometimes improves the quality of the trained model even if the selection process reduces the size of the training data [14, [15]. Thus, we tested whether the selection of the training data could improve the recognition performance for emotional speech.

We employed the data selection algorithm proposed by Nose et al. [16]. This algorithm selects sentences from a given sentence set so that the entropy of the selected sentences becomes nearly maximum. The selection is based on the entropy of diphones (pairs of contiguous phonemes).

Let \( \Omega \) be the set of all sentences, \( s \in \Omega \) be a sentence, \( \Sigma \) be a set of all diphones, \( n(x,s) \) be the frequency of diphone \( x \in \Sigma \) in sentence \( s \). Then the maximum likelihood estimate of \( n(x,s) \) is:

\[
p(x | s) = \frac{n(x,s)}{|s|}
\]

where \(|s|\) is the length of sentence \(s\). Then the entropy of sentence \(s\) is calculated as follows:

\[
H(s) = -\sum_{x \in \Sigma} p(x | s) \log p(x | s)
\]

Selection of sentences is performed using a greedy algorithm since the optimum selection is not computationally feasible. The selection procedure is simple. First, we calculate entropy values for all of the sentences in the sentence set. Next, we sort the sentences in the descending order of the entropy value. Finally, we select the desired number of sentences from the sentence with the largest entropy. Although this algorithm is not optimum, this method is fast enough to apply to a large corpus.

**B. Experiment**

We conducted an experiment to confirm the effect of sentence selection. In this experiment, we first determine the
fraction of sentences (e.g. 25%), and the designated fraction of sentences were selected. Then the speech data that correspond to the selected sentences are collected as the training data. We chose 5%, 25%, 50%, and 75% of all data using the entropy-based method. The training data is the same as the ALL_CSJ data shown in Table I.

In this experiment, we used all of JTES corpus as the test set. As a result, 200 sentences uttered by 100 speakers (50 males and 50 females) were used (20k utterances in total).

Fig.2 shows the result of all emotions. We can see that the entropy-based selection slightly improved the CER.

Fig. 2. Selection result (All emotions).

Fig. 3 shows the same result for specific emotions. We can see that the effect of training data selection differs from emotion to emotion. The emotions other than ANG showed some improvement when the training data was properly selected.

Fig. 3. Selection result (Emotion by Emotion).

Fig. 4 shows the CER when using all training data and maximum absolute improvement (in points). The effect of training data selection was higher for NEU and SAD, while that for ANG and JOY were limited.

V. APPLICATION TO OTHER EMOTIONAL SPEECH

The result obtained in the previous section is not what we expected. Usually, using more data leads to better recognition performance. However, the obtained result is contrary to the expectations. Therefore, we compared the result to the recognition result of another emotional speech taken from the OGVC corpus.

We used 7298 utterances from the corpus (5393 male utterances and 1905 female utterances, about 2 h in total). The acoustic model and the language model were the same as those used in the previous chapter.

Fig. 5 shows the experimental result. Since the utterances in this corpus are spontaneous utterances, the error rate is much higher than that of JTES. However, the entropy-based method could achieve a slight improvement over the full use of the training data.

Fig. 5. Result for OGVC.

VI. COMPARISON WITH NON-EMOTIONAL SPEECH RECOGNITION

Finally, we tried to apply the same training data selection method to a non-emotional speech to investigate whether the improvement by the training data selection is related to emotional speech.

We used JNAS as the test data. Ten male speakers and ten female speakers were selected as the test speakers. We chose 2098 utterances (4.23 h) from newspaper article sentences. The acoustic model and the language model were the same as those used in the previous experiment.

Fig. 6. Result for JNAS.
Fig. 6 shows the experimental result. The entropy-based selection improved the CER, which is as expected. This result shows that the framework of the experiment is universal.

VII. DISCUSSION

From the experimental results shown in the previous sections, it is confirmed that training data selection improved the recognition performance. However, as Fig. 3 shows, the effect of the data selection differed from emotion to emotion. Especially, it was shown that ANG and JOY, the angry and joy emotions belong to “high arousal” emotion [17], which have distinct features from “low arousal” emotional speech. The present results suggest that a large amount of training data can be used for recognizing speech with similar emotional features, but we need to add other training data or make an adaptation for recognizing speech with different features.

The results for emotional speech OGVC (Fig. 5) and JNAS (Fig. 6) look similar and are different from those for JTES (Fig. 2). OGVC is a corpus of emotional speech just like JTES, but the difference is that OGVC contains spontaneous speech, and JTES contains acted speech. The intensity of emotional utterances contained in OGVC is marginal [11], which might be one reason why the result of OGVC was different from JTES.

One possible way to improve the recognition performance of emotional speech is to perform adaptation to emotions with high arousal [7], [8]. We should investigate how the training data selection and emotion adaptation benefits speech recognition accuracy.

VIII. CONCLUSION

In this paper, we investigated whether the non-emotional speech was useful for recognizing emotional speech. As a result, a sufficient amount of spontaneous speech was more beneficial than a small amount of emotional speech. Then we investigated the effect of training data selection on emotional and non-emotional speech. As a result, the training data selection was effective for both kinds of speech, but it was also revealed that the effect of training data selection was limited for emotions with high arousal, which might be caused by a mismatch between the training and test data.
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