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Abstract—Multi-classes imply an additional difficulty for sequence classification problem, since the boundaries among these classes can be overlapped. To increase classification accuracy, this research divides sequences into a set of sequence subsets according to the class label of sequences. Then, a sequential pattern mining algorithm is applied for each sequence subset. The discovered sequential patterns will be used as the representation for classes. Next, the pairwise coupling method is used for every pair of sequence subsets and form a set of binary class datasets. For each binary sequence dataset, a Particle Swarm Optimization with Simulated Annealing algorithm based Binary Sequence classifier, named PSO-SA-BS classifier, is constructed. In the PSO-SA-BS classifier, the PSO-SA optimization algorithm is developed to update the weights in the classifier so that the classification accuracy of each classifier can be maximized. Finally, to aggregate the output from all PSO-SA-BS classifiers, the fuzzy preference relation between each pair of binary database is evaluated. According to the fuzzy preference relation, a class label with largest class score is assigned to the sequence. The experiments show that the performance of the proposed method is higher than other classical classification methods.
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I. INTRODUCTION

The sequence classification is to assign a most probable class label to a given sequence by a generative model (or classifier). Actually, sequence classification problem can be found in many real-world applications such as protein function prediction, text classification, speech recognition, intrusion detection, and customer behavior prediction. For example, when sequence classification is applied to protein function prediction, user will understand the function of the specific protein from the complex and the large amount of protein data much easier than the typical method like X-ray diffraction or nuclear magnetic resonance (NMR) for protein function prediction. Additionally, when sequence classification technique is applied to customer behavior prediction, users may predict the purchase behavior of a new customer according to the classification model constructed by the customer transaction record. Reference [1] employed support vector machine (SVM) to develop sequence classification model. Reference [2] employed hidden Markov model (HMM), a statistical model in which the system being modeled is assumed to be a Markov process with unobserved state, to generate a sequence classification model. Reference [3] extended the traditional hidden Markov model named “structural hidden Markov model” by partitioning the set of observation sequences into classes of equivalences to enhance the accuracy for the sequence classification model. Reference [4] integrated estimation, clustering, and classification into the traditional, three-step approach to make the result of sequence classification more reliable.

Recently, sequential pattern classification problems are considered as feature mining problem. That is, the sequential patterns are discovered by a set of training sequences and then use these patterns for classification. The feature mining algorithm uses the extracted patterns as features. The patterns are vectorized based on their matched sequences and then standard classification method algorithms such as Naïve Bayes or Winnow are applied to the vectorized sequences. Reference [5] proposed a feature mining technique called “scalable feature mining” which is the improved FeatureMine algorithm for sequential data to act as the preprocessor to select features for standard classification algorithm such as Winnow and Naïve Bayes. By adapting scalable and disk-based data mining algorithms, they are able to classify the sequences efficiently. Reference [6] used a probabilistic model based on hidden Markov models (HMMs) to address the sequence classification problem. In contrast to commonly-used likelihood-based learning methods such as the joint/conditional maximum likelihood estimator, they introduced a discriminative learning algorithm that focuses on class margin maximization.

Multiclass implies an additional difficulty for sequence classification problem, since the boundaries among these classes can be overlapped which causes a decrease of the performance. In the domain of sequence classification problems, most of previous studies focus on two class problem that are positive class and negative class. However, in real world, multi-class problem is everywhere around us.

Therefore, the major objective of this research is to improve the prediction accuracy when data are multi-classes sequences. In order to achieve the objective, we transform the original multi-class problem into binary subsets, which are easier to discriminate, via a pairwise coupling method. For each classifier, the particle swarm optimization (PSO) algorithm with simulated annealing (SA) algorithm to adjust and optimize the weights in the classifier. Finally, fuzzy preference relation is used to integrate the results of all
sub-classifiers and to calculate the final classification result.

II. RESEARCH METHOD

A. Research Framework

The framework of the proposed sequence classification method is depicted in Fig. 1. A sequence database SD is divided into n sub-databases according to the class label which each sequence belongs to. Let the cth sub-database be presented as \(SD^c = \{S_j, c^c\}\), where \(S_j\) represents the jth sequence and c represents the class for this sequence where \(c = 1, 2,..., n\). There are four main steps in the proposed method. First, a sequential pattern mining algorithm, AprioriAll, is applied for \(SD^c\) where \(c = 1, 2,..., n\). Then, the frequent sequential pattern set for class c, denoted as \(SP^c\), is generated for \(c = 1, 2,..., n\). Second, pairwise coupling approach is used to generate \(n \times (n - 1)/2\) binary datasets where each binary dataset is represented as \(<SD^a, SD^b>, \{SP^a, SP^b\}>\) where \(a, b \in \{1, 2,..., n\}\), \(a \neq b\) . For example, if \(n=3\), three binary datasets can be generated as \(<SD^1, SD^2>, \{SP^1, SP^2\}>\), \(<SD^1, SD^3>, \{SP^1, SP^3\}>\), \(<SD^2, SD^3>, \{SP^2, SP^3\}>\). Third, a Particle Swarm Optimization with Simulated Annealing algorithm based Binary Sequence classifier, named PSO-SA-BS classifier, is constructed for each binary sequence dataset. In the PSO-SA-BS classifier, the similarity between two sequences is developed by a dynamic similarity computation method. Then, the PSO-SA optimization algorithm is developed to update the weights in the classifier so that the classification accuracy of each classifier can be maximized. Fourth, to aggregate the output from all BS classifiers, the fuzzy preference relation between each pair of binary database is evaluated. According to the fuzzy preference relation, a class label with largest class score is assigned to the sequence.

B. Sequential Pattern Mining

A sequence \(S\) is an ordered list of itemsets, denoted as \(<s_1, s_2, ..., s_p>\), where \(s_i\) is an itemset. An itemset \(s_i\) is called an element of the sequence, denoted as \(s_i = (i_1, i_2, i_3, ..., i_m)\) where \(i_k\) is an item. A sequence \(<a_1, a_2, ..., a_n>\) is contained in another sequence \(<b_1, b_2, ..., b_m>\) if there exist integers \(i_1 < i_2 < ... < i_n\) such that \(a_1 \subseteq b_i, a_2 \subseteq b_i, ..., a_n \subseteq b_i\). If sequence \(S\) contains sequence \(S'\), and \(S'\) is called a subsequence of \(S\). The support for a sequence is defined as the fraction of total customers who support this sequence. Given a transaction database \(SD\), sequential pattern mining is to find the maximal sequences among all sequences that satisfy a certain user-specified minimum support. Each such maximal sequence represents a sequential pattern. An itemset with minimum support is called a large itemset or itemset. The AprioriAll algorithm, which is proposed by [7], is used in this research.

C. The Pairwise Coupling Approach

In the domain of sequence classification problems, most of previous studies focus on two class problem that are positive class and negative class. However, in the real world, multi-class problem is everywhere around us. In order to generate a better classification result, a pairwise coupling approach is suggested to transform the original multi-class problem into binary class problem [8]. The pairwise coupling approach divides and composes the original dataset into \(n(n-1)/2\) subsets with each pair of classes, where \(n\) stands for the total number of classes in the problem.

D. Particle Swarm Optimization with Simulated Annealing Algorithm based Binary Sequence Classifier

The flowchart of the proposed Particle Swarm Optimization with Simulated Annealing algorithm based Binary Sequence (PSO-SA-BS) classifier for each subset is shown in Fig. 2. To make the following discussion easier, we assume that a PSO-SA-BS classifier deals with sequences with class labels \(x\) and \(y\).

![Fig. 1. Framework of the sequence classification method.](image)

![Fig. 2. The flowchart of BS classifier.](image)

The dissimilarity between a sequence \(s\) in \(SD\) and a sequential pattern \(sp\) in \(SP^c\) is calculated based on the concept of dynamic programming. The minimal penalty cost between a sequence and a pattern is evaluated by sequential pattern matching, also called edit distance. Generally speaking, four basic edit operations are considered which are “substitution”, “insertion”, “deletion”, and “no change”. Besides, the penalty cost of each “substitution”, “insertion”, and “deletion” is set to be 1, and the penalty cost for taking each “no change” is equal to 0 at most traditional string matching
cases [9]. Then, the edit operation with minimal penalty cost is selected in each evaluation step. Based on the above concept, the penalty cost of essential edit operations is summarized as in (1):

$$\text{Cost}_{p,q} = \begin{cases} 
1, & \text{if Insertion or Deletion} \\
1, & \text{if Substitution} \\
0, & \text{else No Change} 
\end{cases}$$ (1)

where $p$ means the $p$th element in sequential pattern $sp$, $q$ means the $q$th element in sequence $s$. The penalty cost for edit distance is the degree of dissimilarity between $sp$ and $s$. Hence, the similarity between each edit operation is defined as in the penalty cost of each edit operation, which is defined as in (2):

$$\text{Sim}_{p,q} = 1 - \text{Cost}_{p,q}$$ (2)

The total similarity between the whole sequence and the whole sequential pattern, is the sum of all $\text{Sim}_{p,q}$ divided by the longest length between the sequence and the sequential pattern. This normalization operation is set to avoid the condition the longer sequences obtain higher similarity value with a specific pattern which might affects the fairness of similarity measure. The similarity between sequential pattern $sp$ and sequence $s$ is summarized as follow:

$$\text{Sim}(sp, s) = \frac{\sum_{p, q} \text{Sim}_{p,q}}{\max(l_s, l_p)}$$ (3)

where $l_s$ denotes the length of sequence $s$ and $l_p$ denotes the length of sequential pattern $sp$. After defining the similarity measure between sequential pattern $sp$ and sequence $s$, the belonging score $M_c^s$ that evaluates how strong a sequence $s$ belongs to class $c$ can be derived as:

$$M_c^s = \sum_{k=1}^{l_s} w_p^s_k \times \text{Sim}(sp_c^k, s)$$ (4)

where $sp_c^k$ is $k$th sequential pattern in $SP^c$, $w_p^s_k$ is the important weight of $k$th sequential pattern $sp_c^k$, and $\text{Sim}(\cdot)$ is the similarity measure defined in (3). Note that each sequential pattern has an important weight $w_p^s_k$ which will be adjusted automatically by the PSO-SA algorithm. Therefore, when a sequence input to the PSO-SA-BS classifier, a class label will be return as:

$$\text{PSO-SA-BS classifier}(s) = \arg \max_{c \in \{1, \ldots, C\}} (M_c^s)$$ (5)

As mentioned in (4), the important weight $w_p^s_k$ in each PSO-SA-BS classifier might dramatically affect the accuracy of the proposed classification method. Therefore, to obtain the best classification result, the set of weights $w_p^s_k$ are optimized using the proposed Particle Swarm Optimization with Simulated Annealing (PSO-SA) algorithm. In the PSO algorithm, each individual is considered as a particle that presents a candidate solution to the optimization problem. The position of a particle is adjusted according to its own best experience and the best experience of other particles. This adjustment procedure is repeated until stopping criteria such as all particles converge to the best solution are reached. However, PSO algorithm tends to trap the current best solution into the local optimal solution in the searching space [10]. Therefore, the SA algorithm will be integrated with PSO algorithm in this research to overcome this problem.

In PSO-SA hybrid algorithm, the initial solution, which includes position and velocity of a particle, of each individual are randomly generated. Then, the positions of individual particle are adjusted according to its velocity which will be changed by previous best positions and the neighborhood best or the global best. Specifically, each particle is updated iteratively by:

$$V_{i,t+1} = wV_{i,t} + c_1\text{rand}(P_{i,t} - X_{i,t}) + c_2\text{rand}(P_{g,t} - X_{i,t})$$ (6)

$$X_{i,t+1} = X_{i,t} + V_{i,t+1}$$ (7)

where $i = 1, 2, \ldots, N_{\text{swarm}}$ is the index of each particle, $N_{\text{swarm}}$ is the total number of particles, $t$ is the iteration number, $\text{rand}_1$ and $\text{rand}_2$ are random numbers between 0 and 1. $X_{i,t}$ is the current solution in iteration $t$. $P_{i,t}$ is the best previous solution of the $i$th particle that is recorded, $P_{g,t}$ is the best particle among the whole population. $w$ is a positive constant which represent the weight of previous velocity, $c_1$ and $c_2$ are also positive constants which represent the weight of the stochastic acceleration terms that pull each particle toward $P_{g,t}$ and $P_{i,t}$ respectively. Hence, the values of $c_1$ and $c_2$ are often set to 2 according to early experiences [11].

To avoid that each particle moves too far, the velocity of each particle in (6) should be no greater than a maximum velocity [12], [13]. That is, if the new velocity derived from (6) is greater than the maximum velocity, the new velocity is set as maximum velocity. The maximum velocity can be calculated as follow:

$$V_{\text{max}} = \gamma(X_{ub} - X_{lb})$$ (8)

where $X_{ub}$ and $X_{lb}$ are the upper bound and lower bound in the searching space, and $\gamma$ is a parameter to control the move distance of maximum velocity in the searching space.

In addition, this study applies two strategies to avoid particles become trapped in the local best solution if the objective function value for the global best solution in iteration $t$, $f(P^*_{g,t})$, is no less than the objective function value for the global best solution in iteration $t-h$, $f(P^*_{g,t-h})$. The first strategy is to dynamically adjust the inertia weight ($w$) and maximum velocity ($V_{\text{max}}$) [14]. The $w$ and $V_{\text{max}}$ are adjusted as:

$$w_{t+1} = aw_t$$ (9)

$$V_{\text{max}} = \beta V_{\text{max}}$$ (10)
where $\alpha$ and $\beta$, which are between 0 and 1, are the dynamic adjustment parameters for inertia weight and maximum velocity respectively. In this study, $\alpha$ and $\beta$ are set to be 0.99 and 0.95 according to previous study [14].

The second strategy is to use simulated annealing (SA) algorithm to help the global best solution $P_g'$ in PSO algorithm escape its current local optimal space [10], [15]. The new possible solution $P_{g_{new}}'$ can be generated by:

\[
\begin{align*}
P_{g_{new}}' &= P_g' + R_2(X_{ub} - P_g'), & \text{if } R_1 > 0.5 \\
&= P_g' + R_2(P_g' - X_{lb}), & \text{if } R_1 \leq 0.5
\end{align*}
\]

(11)

where $R_1$ is a random number to decide the searching direction and $R_2$ is a random number to decide the and searching range respectively. $X_{ub}$ and $X_{lb}$ are the upper bound and lower bound in the searching space. If the new possible solution generated by (11) is greater than the global best solution, the Boltzmann probability will be used to determine whether the global best solution is replaced by the new possible solution or not. The Boltzmann probability can be shown as:

\[
P = \frac{e^{-\Delta f/kT_j}}{1 + e^{-\Delta f/kT_j}}
\]

(12)

where $k$ is Boltzmann’s constant and set as 1 usually, $\Delta f$ is a difference of the objective function values between two continuous iterations, and $T_j$ is the temperature of $j$th iteration.

E. Fuzzy Preference Relations

After all PSO-SA-BS classifiers are built, the fuzzy preference relation will be applied to conform the result of every classifier. When a new sequence $s$ is input to a classifier that deals with classes $x$ and $y$, the classifier will compute the belonging score between sequence $s$ and class $x$, denoted as $M_s$, and the belonging score between sequence $s$ and class $y$, denoted as $M_y$. Based on the two belonging scores, the fuzzy preference relation between classes $x$ and $y$ under sequence $s$, can be defined as:

\[
R(x,y) = \frac{M_s}{M_x + M_y}
\]

(13)

where $R(x,y)$ is the maximum degree of similarity for all patterns that concludes class $x$. $R(x,y)$ will be ranged between 0 and 1 and have the relation $R(x,y) = 1 - R(y,x)$. Equation (13) will be conducted $C(C-1)$ times so that the fuzzy preference relations between all pairs of classes can be obtained. Notes that $R(1, 1)$, $R(2, 2)$, ..., $R(C, C)$ are set as 1.

Based on these fuzzy preference relations, non-dominated class value for class $c$, $ND_c$, is extracted where $ND_c$ is the degree that the new sequence does not belong to other classes. The non-dominated class value for class $c$, $ND_c$, can be evaluated as [16]:

\[
ND_c = 1 - \sup_{y \in C} R'(y, x)
\]

(14)

where the fuzzy strict preference relation between $x$ and $y$, $R'(x, y)$, is defined as

\[
R'(x,y) = \begin{cases} R(x,y) - R(y,x), & \text{when } R(x,y) > R(y,x) \\ 0, & \text{otherwise} \end{cases}
\]

(15)

The index of the maximal non-dominance value among all classes will be the output class for sequence $s$ which is computed as:

\[
\text{Class}(s) = \arg \max_{i \in \{1, \ldots, C\}} ND_i
\]

(16)

III. EXPERIMENT RESULT

A. Introduction to Datasets

In an artificial dataset, the set of 12 items $I = \{A, B, C, D, E, F, G, H, I, J, K, L\}$ are grouped into four parts where each part contains three items. For example, the first part contains A, B and C, the second part contains D, E, F, and so on. There are three class label (C=3) in the artificial dataset. The length of a sequence is randomly decided as a value from 3 to 20. Each class contains 200 sequences. For sequences with class label 1, 50% of items are be from group 1, 10% from group 2, 10% from group 3, and 30% from group 4. For sequences with class label 2, 50% of purchased items will be from group 2, 10% from group 1, 10% from group 3, and 30% from group 4. For sequences with class label 3, 50% of purchased items will be from group 3, 10% from group 1, 10% from group 2, and 30% from group 4.

In the first step of the proposed sequence classification method, the AprioriAll algorithm is applied to the artificial dataset and gets a set of sequential patterns. The support for AprioriAll algorithm is set to be 0.2 in this demonstration. In addition, the PSO-SA algorithm is applied to adjust the important weights of each sequential pattern. The initial parameter settings for the PSO-SA algorithm are shown in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>1</td>
<td>weight of velocity in PSO</td>
</tr>
<tr>
<td>$C_1$</td>
<td>2</td>
<td>weight of the stochastic acceleration terms in PSO</td>
</tr>
<tr>
<td>$C_2$</td>
<td>2</td>
<td>weight of the stochastic acceleration terms in PSO</td>
</tr>
<tr>
<td>$par$</td>
<td>10</td>
<td>number of particles in PSO</td>
</tr>
<tr>
<td>$t$</td>
<td>300</td>
<td>number of iterations in PSO</td>
</tr>
<tr>
<td>$h$</td>
<td>20</td>
<td>examination range in PSO</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.99</td>
<td>adjustment factor of weight in PSO</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.95</td>
<td>adjustment factor of maximal velocity in PSO</td>
</tr>
<tr>
<td>$T$</td>
<td>100</td>
<td>initial temperature in SA</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.99</td>
<td>factor of annealing in SA</td>
</tr>
<tr>
<td>$m$</td>
<td>30</td>
<td>operation steps in SA</td>
</tr>
<tr>
<td>$n$</td>
<td>10</td>
<td>operation steps in SA</td>
</tr>
</tbody>
</table>
B. The Result of the Proposed Classification Model

To show the benefit of the proposed classification model, another two classification methods, the non-binary model and the non-fuzzy model, are compared with the proposed classification method. The non-binary model is a classification strategy that predicts class labels according to the majority voting scheme. As the name suggested, the concept of pairwise coupling is not applied. However, the pairwise coupling is applied to divide the dataset into \( m(n-1)/2 \) sub-database. However, the fuzzy preference relationship is not applied when combining the voting decision. In addition, weights of patterns are not applied to the non-fuzzy model.

Table II shows the comparison among three models using the training dataset. The classification accuracy of the proposed method (PSO-SA-BA classifier with fuzzy preference relation) is 93.16%. Clearly, the classification accuracy of this study is much better than another two classification models. The improvement between the proposed method and another two models is 28.66% and 29.66% respectively.

<table>
<thead>
<tr>
<th>Classification method</th>
<th>Prediction accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-binary model</td>
<td>64.5%</td>
</tr>
<tr>
<td>Non-fuzzy model</td>
<td>63.5%</td>
</tr>
<tr>
<td>Proposed model (PSO-SA-BA classifier with fuzzy preference relation)</td>
<td>93.16%</td>
</tr>
</tbody>
</table>

Moreover, 150 testing sequences are generated where for each class there are 50 sequences respectively. Table III shows the classification accuracy for the three methods on the testing data. Although the classification result on Table III is a little worse than the result on Table II, the proposed method is still superior to other two models.

<table>
<thead>
<tr>
<th>Classification method</th>
<th>Prediction accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-binary model</td>
<td>64%</td>
</tr>
<tr>
<td>Non-fuzzy model</td>
<td>60.89%</td>
</tr>
<tr>
<td>Proposed model</td>
<td>84.44%</td>
</tr>
</tbody>
</table>

C. The Performance Comparison between the PSO Algorithm and the PSO-SA Algorithm

In this research, the PSO-SA algorithm is proposed to derive the optimal weights. To know the performance of the proposed PSO-SA algorithm for weight optimization, the traditional PSO algorithm is compared. Fig. 3 shows the classification accuracy and number of iterations for the PSO algorithm and the proposed PSO-SA algorithm respectively. The maximal classification accuracy for both PSO algorithm and PSO-SA algorithm can research 99.75%. However, the proposed PSO-SA algorithm can reach the maximal classification accuracy much earlier than PSO. The PSO-SA algorithm reaches the highest classification accuracy when the number of iterations is 116, while the PSO algorithm reaches the highest classification accuracy when the number of iterations is 448.

The same experiment is conducted 30 times when different number of particles is tested. Table IV shows the number of iterations when the desired classification accuracy first reaches 98.5. It is clearly that the PSO algorithm spends much more time (iterations) to research optimal weights than the proposed PSO-SA algorithm does.

<table>
<thead>
<tr>
<th>Number of particles</th>
<th>PSO-SA</th>
<th>PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Min</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>359</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>108.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>241.6</td>
</tr>
<tr>
<td>30</td>
<td>Min</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>263</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>73.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>195.3</td>
</tr>
<tr>
<td>50</td>
<td>Min</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>Avg</td>
<td>82.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>163.5</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

However, previous studies seldom discuss how to obtain high classification accuracy when the data are multi-class sequences. To cope with it, this research proposes a classification method that integrates PSO-SA-BS classifier with fuzzy preference relations. The proposed classification model contains four steps. First, AprioriAll algorithm is used to generate sequential patterns for every class in the database respectively. Second, the pairwise coupling approach is applied to this study. The pairwise coupling approach generates \( n(n-1)/2 \) binary subsets, where \( n \) represents the total number of classes. Third, for each binary subset, a Particle Swarm Optimization with Simulated Annealing algorithm based Binary Sequence classifier, named PSO-SA-BS classifier, is constructed. In the PSO-SA-BS classifier, the similarity between two sequences is developed by a dynamic similarity computation method. Then, the PSO-SA optimization algorithm is developed to update the weights in the classifier so that the classification accuracy of each classifier can be maximized. Fourth, to aggregate the output from all PSO-SA-BS classifiers, the fuzzy preference relation between each pair of binary database is evaluated. According to the fuzzy preference relation, a class label with largest class score is assigned to the sequence.

Some future works can be done to improve this research. First, although similarity measure of sequences based on...
string matching has been developed, it still can be modified further. For example, Euclidean distance, Minkowski distance, and other distance evaluation approaches can be taken into consideration. Another traditional classification method such as support vector machine (SVM), neural network (NN) and decision tree (DT) can be used to construct the binary sequence classifier in this research.
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