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Abstract—Three dimensional (3D) protein structures determine the function of a protein within a cell. Classification of 3D structure of proteins is therefore crucial to inferring protein functional information as well as the evolution of interactions between proteins. In this paper, we utilized the artificial neural network (ANN) paradigm to classify the protein structures. The approach equally divides a 3D protein structure into several parts and then extracts statistical features from each part. The different parts in spatial domain are thus viewed as the feature vectors which are input into the neural network. The computational experiments achieve better results in most cases than other currently existing approaches.

Index Terms—Protein structure; classification; ANN.

I. INTRODUCTION

Three dimensional (3D) structures of a protein are determined by the amino acid sequence. Protein functions depend on their structures. Generally, the determination of protein structures aims at inferring functional information of the protein. With the incredible increase of sequenced protein information and identified protein structure information, especially the extensively developed protein structure databases, the development of a systematical, automatic, efficient and comprehensive method to classify the protein structures is urgently needed.

Various public databases such as PDB [1], DIP [2] and BioGrid [3] have provided a snapshot of protein structures and their interactions at a great level of details than other experimental methods. Protein structure classifications such as CATH [4] and SCOP [5] are most useful. CATH and SCOP are primary and secondary structure based classifications which rely on experts to manually check the classifications. Such classifications organize protein structures into families. Those primary structure based methods may include well-conserved information in evolution.

Most of the existing classification methods are based on shapes, i.e., calculating the distances between pairs of Cα atoms such as RMSG [6]. Consequently, they have to deal with tens of thousands of structures for each protein. These approaches consume significant computation space.

Machine learning methods to cluster and classify protein structures to understand protein structures have recently become a very active area of research. In this paper, we use a statistical method as feature vectors to classify the protein structures. Statistical methods include Shape Histograms proposed by Ankerst [7], Shape Distribution by Osada [8], Ohbuchi put forward Shape Function and eigen-CSS proposed by Mark. Since the statistics methods are based on overall feature extractions, using statistical methods has a high robust of the boundary noise as well as good performance for rough classification. We employ artificial neural networks (ANN) to systematically develop a comprehensive view of protein structures to infer protein functional information. Since ANN [9] is advantageous in multiple classifications, we use it to predict the protein 3D structures.

In the following section, we first introduce the preprocessing of our statistical model for protein structure classification. We then introduce the classification mechanism and the feature extraction. Then the experimental results demonstrate that the ANN is capable of classifying the 3D protein structures. Finally, the conclusion and future work are discussed.

II. FEATURE EXTRACTION

A. Preprocessing of the Protein Structure Data

Since the number of molecules for each protein is different, we need to normalize them into one size for comparing them. The PDB provides a number of coordinates for C-alpha atoms which can outline the 3D shape for the whole protein. Given a 3D protein structure \( M_p = \{a_1, a_2, \ldots, a_n\} \) where \( a_i \) represents the C-alpha atom in the protein, we use transformation and rotation to normalize the protein structure. The process can be denoted as Equation 1.

\[
S_p(M_p) = R(N(M_p) - T)
\]

where \( T \) is the transformation matrix on the original 3D matrix computed by the maximum distance \( d_{max} \) between surface points and the minimum distance \( d_{min} \), and \( R \) is the rotation matrix of the adjustment after the T transformation of \( M_p \). After preprocessing for the protein structure, we put the 3D protein structure into a unit sphere.

Based on the study of Ankerst et al [9], we divide the unit sphere into 30 equal parts and the feature selection is executed on each partition for the unit sphere, and then we count the number of atoms for each segment. Subsequently,
the unit sphere can be represented as \( S = \{ S_1, S_2, \ldots, S_n \} \), where \( S_i \) is the segment of the whole protein. \( P_{\text{sum}} \) is the sum of atoms in the whole protein \( S \), \( V_i \) is the ratio of the number of atoms in each segment \( S_i \) over the total number of atoms in the protein. It is denoted as Equation 2:

\[
V_i = S_i / P_{\text{sum}}
\]

where \( i = 1, 2, \ldots, n \). We get a feature vector \( V = \{ V_1, V_2, \ldots, V_n \} \). The feature vector reflects the spatial characteristics of the protein structure shown as Fig. 1.

\[
\text{Input} = \{ v_1, v_2, v_3, \ldots, v_n \}
\]

Each neuron of the input layer is represented as the density associated with the segment in the protein structure and the value of neuron unit within hidden layer is calculated according to the corresponding connection weights. The weights associated to the input layer, hidden and output layer connections are initialized with small random value which is less than 0.1. Net is the value of the neurons in the hidden layer which is computed by Equation 4:

\[
\text{Net} = v_1 w_1 + v_2 w_2 + \ldots + v_n w_n
\]

where \( w_1, w_2, \ldots, w_n \) represent the weights between the hidden layer and output layer, and \( v_1, v_2, \ldots, v_n \) are the values of the neurons in the input layer.

The network output is denoted as different categories of the 3D protein structure folds. Since we have totally 27 classes, five binary values can be used to represent the output folds. The value of the output layer is indicated as Equation 5.

\[
E_o = \{ o_1, o_2, o_3, o_4, o_5 \}
\]

Subsequently, the neurons of the output layer produce a result from the hidden layer and the input layer according to a sigmoidal activation function shown as Equation 6

\[
Q_i = \frac{1}{\exp(-t) + 1}
\]

III. DATA SETS

In this paper, we use data from the spatial structures of Structural Classification of Proteins (SCOP) databases...
which are based on the similarities of their amino acid and three-dimensional structures [10]. This database includes fold classification family that are connected to sequence similarity.

The training set contains 1411 samples and a testing set include 1185 samples. According to the SCOP classification, the whole dataset consists of 27 types of folds.

IV. RESULTS

A Dell server with 4 dual processors was used as the main hardware platform in the system. We used the ANN toolbox in MATLAB and a Java class to implement the method. Java class can invoke the ANN through JAVA GUI which provides friendly interface to set parameters in the ANN. Also java class is responsible for dynamic parsing protein structures from online databases when users input the query protein name.

In the training process of the ANN, all the weights associated to each layer are initialized using small values ranging in [0-1] and small values are generated using the pseudo-random number generator.

The values of neurons within the output layer are transformed from the float values which in the range of (0.0-1.0) into binary values. The neuron value is set to be 1 if the output is greater than 0.5. Otherwise, it is set to be 0.

The total error is calculated by a sigmoidal activation function on the output neurons according to their corresponding weights. We use the evolution of the total error to measure the performance of the ANN model in our method.

As shown in Table I. We use the accuracy to measure the performance of the neural networks. The accuracy represents the ratio between the number of correctly predicted protein fold classes and the total number of samples.

<table>
<thead>
<tr>
<th>Method name</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCOP</td>
<td>64%</td>
</tr>
<tr>
<td>Our method</td>
<td>71%</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, we describe a novel approach to classify protein structures. First, we normalize the 3D protein structures and put them into a unit sphere. Second, we use a statistical method to extract the feature vector which reflects the shape of the protein structure. Finally, we assemble ANNs for protein structure classification based on the statistical feature vector. The experimental results show our method achieves 71% accuracy on protein structure classification.
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