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Abstract— Artificial Bee Colony is an optimization algorithm that can be applied on a wide range of engineering problems. In this work, the standard ABC is extended by incorporating cooperative behaviors and an efficient algorithm called multi population ABC (or MPABC) is developed. MPABC aims at improving the performance of the standard ABC algorithm using benefits of cooperation as a social behavior. MPABC works by employing multiple populations that concurrently optimize the solution vector. Cooperation is obtained by sharing information between populations. The proposed algorithm was tested on a set of well known test functions. The results showed that the proposed algorithm is efficient, robust, produce good results, and outperforms other algorithms investigated in this paper.

Index Terms—Artificial bee colony; multi population artificial bee colony; cooperative behaviors.

I. INTRODUCTION

The unconstrained optimization problem is considered in this work. In recent years, many population based optimization techniques such as genetic algorithms [1], particle swarm optimization [2], and bee algorithms [3] have been developed to solve unconstrained optimization problems.

Genetic algorithms and particle swarm optimization are among most popular optimization techniques which have been applied on a wide range engineering problems. The algorithms which are inspired from intelligent behaviors (e.g. foraging or mating) of honey bees are among the newest optimization techniques and a few algorithms based on foraging behaviors of honey bees were presented in literatures for unconstrained optimization [3]-[7].

The idea of using cooperation in population based algorithms was first introduced in GA by Potter and De Jong [8] for optimizing numerical functions. In their model, the solution vector is partitioned to the two or more smaller vectors, and then each of these partial vectors is optimized using a separate population. Cooperation is obtained by assembling complete solution from the partial solutions. After that, this idea is used in PSOs, and a set of PSO algorithms, so called Cooperative PSO was emerged. Van den Berg applied the Potter technique on standard PSO and proposed three models of cooperative PSO, called CPSO-S, CPSO-S\(_D\), and CPSO-H\(_D\), in [10]-[11]. In CPSO-S\(_D\) method, the solution vector is divided to the \(k\) sub-vectors, and \(k\) swarms were used to optimize these sub-vectors. The CPSO-S method is a type of CPSO-S\(_D\) in which the complete \(D\)-dimensional solution vector is partitioned to the \(D\) one-dimensional vectors, and finally CPSO-H\(_D\) combines standard PSO and CPSO-S\(_D\). They showed that cooperation between particle swarms provides a way to obtain better performance. Different approach for cooperative PSO such as MCPSO, CONPSO were presented in [12]-[14], where the solution vector is not partitioned, but multiple cooperative populations were employed. Usually, in these types of methods, cooperation is obtained through exchanging information about global best individuals [15]. Recently, the cooperative mechanism was used by Akbari and Ziarati [7] for designing cooperative variants of bee algorithms. They proposed three variants of cooperative bee algorithms called S-CBSO, MS-CBSO, and ML-CBSO.

In this work, a Cooperative artificial bee colony is proposed. The proposed algorithm uses the concepts presented in [3] for optimizing numerical function. This Cooperative approach employs \(PN\) populations in which each of the populations optimizes the complete solution vector. The cooperation is obtained by sharing information between populations.

The paper organized as follows. Description of the proposed algorithm is presented in section 2. Section 3 reports experimental analysis on the proposed algorithm. Finally, section 4 concludes this work.

II. MULTI POPULATION ARTIFICIAL BEE COLONY

This section presents the detailed description of MPABC algorithm. MPABC algorithm is designed based on standard ABC which has been introduced by Karaboga and Basturk in [3]. Fig. 1 shows MPABC algorithm in pseudocode. MPABC employs \(PN\) populations which concurrently optimize the solution vector. Cooperation is obtained by sharing information between populations. Similar to ABC, each population in MPABC employs three types of bees. A bee waiting on the dance area for making decision to choose a food source is called onlooker; the bee going to the food source visited by herself just before is named as employed bee, and the bee who fly spontaneously is called scout.

MPABC employs \(PN\) populations of bees in four phases. At the first phase, the initialization phase, the MPABC generates \(PN\) randomly distributed initial populations. Each initial population contains \(SN/PN\) solutions, where \(SN/PN\) denotes the size of employed or onlooker bees. Each solution \(i\) in a population \(Pop_j\) represents a \(D\)-dimensional vector.
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\( x_{j,i}, i = 1,2,\ldots, SN/PN \) and \( j = 1,2,\ldots, PN \). After initialization, the populations are evaluated and the fitnesses of their individuals are calculated.

The second phase starts the main body of algorithm. This phase is iterated for each population \( Pop_j \). In this phase, each population evolves based on its own local information. This phase has three steps. As stated before, at the initialization phase of each population, a set of food sources is randomly selected by the bees and their nectar amounts are determined. At the first step of each cycle, the employers of population \( Pop_j \) come into the hive and share the nectar information of the sources with the onlookers waiting on the dance area. After sharing their information with onlookers, every employed bee goes to the food source area visited by herself at the previous cycle since that food source exists in her memory, and then chooses a new food source by means of visual information in the neighborhood of the one in her memory and evaluates its nectar amount.

At the second step, considering the information shared by employers in the dance area, an artificial onlooker bee in population \( Pop_j \) chooses a food source based on the probability value associated with that food source. The probability, \( P_{j,i} \), is calculated by the following expression:

\[
P_{j,i} = \frac{fit_{j,i}}{\sum_{n=1}^{SN/\text{PN}} fit_n}
\]

where \( fit_{j,i} \) is the fitness value of the \( i \)-th solution of population \( Pop_j \) which is proportional to the nectar amount of the food source in the position \( i \) and \( SN/\text{PN} \) is the number of food sources which is equal to the number of employed or onlooker bees in population \( Pop_j \). An onlooker prefers a food source area depending on the nectar information distributed by the employed bees on the dance area. The probability of a food source selection increases as its nectar amount increases.

After an onlooker arrives at a promising area, she chooses a new food source in the neighborhood of the one in the memory depending on visual information as in the case of employed bees. The new food position is selected based on the following expression:

\[
v_{j,i}^d = x_{j,i}^d + \phi_{j,i}^d \left( x_{j,i}^d - x_{j,k}^d \right)
\]

where \( k \in [1,2,\ldots,SN/\text{PN}] \) and \( d \in [1,2,\ldots,D] \) are randomly chosen indexes. Although \( k \) is determined randomly, it has to be different from \( i \). \( \phi_{j,i}^d \) is a random number between \([-1,1]\).

It controls the production of neighbor food sources around \( x_{j,i}^d \) and represents the comparison of two food positions visually by a bee. If a parameter value produced by this operation exceeds its predetermined limit, the parameter can be set to an acceptable value.

At the third step, the nectar amount of the food sources are evaluated; the scout bees are determined and they are sent onto the possible new food sources. For this purpose, the positions are evaluated, and if a food source cannot be improved after a predetermined number of iterations (called \( \text{limit} \)), then the corresponding food source is abandoned. The limit parameter is determined manually. The abandoned food source is replaced with the new one found by the scouts. A scout produces a new position randomly and replaces the abandoned food source if the new food source has better nectar.

### Function MPABC (PN, Max_Iter, limit, SN)

For \( j=1 \) to \( PN \)

1. **Initialize** the population \( Pop_i \) of solutions \( x_{j,i}, i = 1,2,\ldots, SN/PN \)
2. **Evaluate** population \( Pop_j \)

End For

For \( iter=1 \) to Max_Iter

For \( j=1 \) to \( PN \)

1. **Step 1** Produce new solutions \( v_{j,i} \) for the employed bees using (2) and evaluate them
2. **Step 2** Calculate the probability values \( P_{j,i} \) for the solutions \( x_{j,i} \) by (1)
3. **Step 3** Determine the abandoned solution for the scout, if exists, and replace it with a new randomly produced solution \( x_{j,i} \) by (3)
4. **Memorize** the best solution achieved so far

End For

Step1) Select best solutions \( b_j \) from all the populations \( Pop_j, 1 \leq j \leq PN \)

Step2) For \( j=1 \) to \( PN \)

1. **Produce** new solutions \( v_{j,i} \) for the employed bees using (4) and evaluate them
2. **Apply** the greedy selection process for the employed bees

End For

End For

Return best solution

---

Fig. 1. Pseudo code of standard MPABC algorithm

Assume that the abandoned source in population \( Pop_j \) is \( x_{j,i} \) and \( d \in [1,2,\ldots,D] \), then the scout discovers a new food source to be replaced with \( x_{j,i} \). This operation can be defined as follows:

\[
x_{j,i}^d = x_{j,i}^d + \text{rand}[0,1] \left( x_{j,i,\text{max}}^d - x_{j,i,\text{min}}^d \right)
\]

After each candidate source position \( v_{j,i}^d \) is produced and then evaluated by the artificial bee, its performance is compared with that of its old one. If the new food source has equal or better nectar than the old source, it will be replaced with the old one in the memory. Otherwise, the old one is retained in the memory. In other words, a greedy selection mechanism is employed as the selection operation between the old and the candidate one.

The cooperation among populations is performed in the
third phase. The cooperation is obtained by sharing best solutions found by the cooperative populations. This phase has two main steps. At the first step, each population $Pop_j$ is evaluated and the best solution ($i.e., \tilde{b}_j$) which is found by its individuals is determined. Next, these solutions are added to the elite list $B = \{\tilde{b}_1, \tilde{b}_2, \ldots, \tilde{b}_{PN}\}$. After selecting the best solution, we start to update the food positions in each population $Pop_j$ at the second step. The new food position is produced using the following expression:

$$\tilde{v}_{j,i} = \bar{x}_{j,i} + \frac{PN}{m=1} \phi_{j,i} (\tilde{v}_{j,i} - \tilde{b}_m)$$

(4)

where $\tilde{b}_m$ is the best solution which is found by population $Pop_m$. The candidate food source is updated if the newly proposed position has better nectar.

The aforementioned processes are repeated through a predetermined number of iterations called $Max_Iter$ or until a termination criterion is satisfied. The fourth phase terminates the algorithm and returns the best solution which is found by the cooperative populations.

III. EXPERIMENTS

In this section, the experiments which have been conducted to evaluate the performance of the proposed algorithm for a number of analytical benchmark functions are described. The standard and cooperative optimization algorithms based on intelligent behaviors of bees were selected to show the performance of the proposed algorithm. The performances of MPABC algorithm are evaluated in comparison with standard ABC algorithm, and two cooperative variants of bee swarm optimization algorithm proposed in [7].

A. Experimental Settings

We use five well-known numerical functions to evaluate the performance of MPABC algorithm in terms of optimum solution after a predefined number of function evaluations and convergence speed. The analytical test functions and their parameters are presented in TABLE I and TABLE II. The first two functions are unimodal, and others are multimodal. A unimodal function has only one optimum while a multimodal function has two or more local optima. We select these test function as each of them is a candidate for a different class of real-world problems.

B. Settings of the Algorithms

The performance of the new method is compared with the performance of the standard artificial bee colony (ABC) [3], and two other cooperative bee algorithm called split bee swarm optimization (S_CBSO) [7], multi swarm bee swarm optimization (MS_CBSO) [7]. The S_CBSO is a cooperative bee approach that optimizes by decomposing the problem into the several sub-problems and solving each of the sub-problems by a distinct swarm. MS_CBSO is a cooperative approach optimizing a problem by exchanging information between populations without decomposing the problem into the sub-problems.

For the MPABC, five populations are used that cooperatively optimize the problem at hand. The cooperation is performed by sharing information among populations at each cycle. Each population executes a distinct copy of standard ABC algorithm. In S_CBSO, the solution vector is split into five parts. In MS_CBSO, five swarms are used to optimize the problem. Each swarm in both of the S_CBSO, and MS_CBSO partitions its individuals as scouts (10%), onlookers (45%), and experienced foragers (45%). All experiments were run for 30 error function evaluations. The number of function evaluations is set at 2.0E+6.

C. Experimental Results

In the experiments the number of iterations to reach a predefined threshold was specified for each function. Different successful criteria for different functions are presented in the literatures. The success criterion for Rosenbrock and Rastrigrin is set at 0.1 and 100 respectively. The success criterion for the other test functions is set at 0.001. After the final iteration, if the minimum value was reached by the algorithm was not below the success criteria, the run was considered unsuccessful.

1) Performance Analysis

TABLE III presents mean, standard deviation (Stdv), and required function evaluations before convergence (C. Speed) of the algorithms on the unimodal test functions. The mean and standard deviation show quality of the results obtained by each algorithm, and the required function evaluations presents the convergence speed of the algorithms. To ease of observation, the best results obtained by the algorithms are shown in bold.
The unimodal function Sphere shows an easy problem to solve. As can be seen from Fig. 2(a), all the algorithms successfully optimize the sphere function. The best result obtained by MPABC algorithm. The ABC has the fastest speed in converging to the success criterion. Rosenbrock function is a unimodal function that can be used to evaluate the ability of an algorithm in mitigating stagnation problem. The Rosenbrock function is a hard problem to solve. Fig. 2(b) shows that the Rosenbrock function is easily optimized by MPABC algorithms while the ABC has problem in converging to the success criteria. Also, MPABC obtains the fastest convergence speed over the Rosenbrock function.

The unimodal function Sphere shows an easy problem to solve. As can be seen from Fig. 2(a), all the algorithms successfully optimize the sphere function. The best result obtained by MPABC algorithm. The ABC has the fastest speed in converging to the success criterion. Rosenbrock function is a unimodal function that can be used to evaluate the ability of an algorithm in mitigating stagnation problem. The Rosenbrock function is a hard problem to solve. Fig. 2(b) shows that the Rosenbrock function is easily optimized by MPABC algorithms while the ABC has problem in converging to the success criteria. Also, MPABC obtains the fastest convergence speed over the Rosenbrock function.

TABLE IV presents means, standard deviations, and convergence speeds over the multimodal test functions. Also, the convergence behaviors of the algorithms are given in Fig. 3. The Rastrigrin function is a highly multimodal with frequent local optima. An algorithm with poor balance between exploration and exploitation simply trapped in local optima in early iterations. The best result is obtained by the MPABC and S_CBSO algorithm. The S_CBSO algorithm has the fastest convergence speed.

The ABC and MS-CBSO have competitive performance over the Griewank function. However, the best result is obtained by the S_CBSO and MPABC algorithms. The ABC algorithm has the fastest convergence speed over Griewank test function.

From Fig. 3(c), we can see that ABC algorithm rapidly converges to the success criteria when optimizing the Ackley function. The MPABC and ABC algorithms obtain better performance compared to the S_CBSO and MS_CBSO algorithms. However, the MPABC algorithm surpasses its standard version. In general, we can see that MPABC provide efficiency in optimizing numerical functions.

TABLE IV: MEAN, STANDARD DEVIATION (STDV.), CONVERGENCE SPEED (C. SPEED) ON THE MULTIMODAL TEST FUNCTIONS

<table>
<thead>
<tr>
<th>Function</th>
<th>Method</th>
<th>Mean(Stdv.)</th>
<th>C. Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rastrigrin</td>
<td>ABC</td>
<td>2.59E-17 ± (3.34E-18)</td>
<td>4.80E+04</td>
</tr>
<tr>
<td></td>
<td>S-CBSO</td>
<td>0.00E+00 ± (0.00E+00)</td>
<td>1.50E+03</td>
</tr>
<tr>
<td></td>
<td>MS-CBSO</td>
<td>1.12E-01 ± (2.35E-01)</td>
<td>2.10E+04</td>
</tr>
<tr>
<td></td>
<td>MPABC</td>
<td>0.00E+00 ± (0.00E+00)</td>
<td>4.10E+04</td>
</tr>
<tr>
<td>Griewank</td>
<td>ABC</td>
<td>2.56E-16 ± (2.68E-17)</td>
<td>2.30E+04</td>
</tr>
<tr>
<td></td>
<td>S-CBSO</td>
<td>0.00E+00 ± (0.00E+00)</td>
<td>3.44E+05</td>
</tr>
<tr>
<td></td>
<td>MS-CBSO</td>
<td>7.94E-16 ± (8.59E-17)</td>
<td>3.46E+05</td>
</tr>
<tr>
<td></td>
<td>MPABC</td>
<td>0.00E+00 ± (0.00E+00)</td>
<td>2.14E+05</td>
</tr>
<tr>
<td>Ackley</td>
<td>ABC</td>
<td>3.75E-14 ± (4.49E-15)</td>
<td>6.21E+04</td>
</tr>
<tr>
<td></td>
<td>S-CBSO</td>
<td>2.83E-12 ± (5.36E-13)</td>
<td>3.34E+05</td>
</tr>
<tr>
<td></td>
<td>MS-CBSO</td>
<td>4.13E-09 ± (7.19E-10)</td>
<td>2.78E+05</td>
</tr>
<tr>
<td></td>
<td>MPABC</td>
<td>2.99E-14 ± (2.33E-15)</td>
<td>3.03E+05</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The optimization algorithms which are inspired from intelligent behavior of honey bees are among the most recently introduced population based algorithms. In this paper, we have incorporated the cooperative behaviors into the standard ABC algorithm and a cooperative variant has been proposed. The MPABC algorithm works by employing a number of populations that concurrently optimize the solution vector. The cooperation is obtained by sharing information between cooperative populations.

The proposed multi population ABC algorithm was compared with standard ABC and two other cooperative bee algorithms. The experimental results showed that the proposed algorithm is highly reliable and outperforms other algorithms investigated in this paper.
Fig. 3. Evolution of average fitness on multimodal test functions.
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